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1 Introduction

Since Democritus and Anaxagoras proposed smallest particles called atoms, the
idea of the existence of basic constituents of matter has led to more and more
sophisticated and exact descriptions of nature. Today, elementary particles
are described by the Standard Model of Particle Physics which has evolved
in the 1970’s. The basic constituents are fermions, namely quarks and leptons,
carrying spin 1

2 and gauge bosons carrying spin 1 which act as intermediaries for
the interactions between particles. The interactions can be described by gauge
field theories. Electromagnetism is described by QED which is invariant under
the symmetry group U(1). Glashow, Salam and Weinberg showed that the weak
interaction together with Quantum Electrodynamics (QED) can be described
by the theory of electro-weak interaction. The remaining strong interaction can
be described by Quantum Chromodyamics (QCD) which is locally invariant
under transformations of the SU(3) colour group. The formulation of QCD as
a SU(3) group implies 3 chromatic degrees of freedom for the quarks and 8
different gluons as gauge bosons according to the number of generators of the
Lie Algebra.

QCD is an asymptotic free theory, i.e. the coupling constant is dependent
on the distance and quarks become quasi free particles at very small distances.
One can then speak about a high energy regime (HER), because small distances
correspond to large momenta in momentum space. In this HER, perturbation
theory (PT) is very successful. On the other hand, at large distances the cou-
pling constant is believed to become that strong to cause a confinement which
aligns with not observing any free quarks. In this low energy regime, pertu-
bation theory breaks down. However, in 1974 Wilson developed a powerful
non-pertubative method called Lattice Gauge Theory or Lattice QCD. It allows
computer-based numerical simulations which work out a Monte Carlo integra-
tion of the Euclidean path integral. Those simulations in fact show a quark
confinement. Non-pertubative calculations allow also to determine hadronic
spectra and matrix elements between hadronic states. Due to the usage of Eu-
clidean time, the price for this elegant solution is that direct calculations are
limited to static properties of QCD. Considerations in Minkowski spacetime
have to be deducted and are much more involved. But open questions like
the quark masses, spontaneous chiral symmetry breaking, quark-gluon plasma,
phase transitions, etc. can be investigated.

In Lattice QCD, the spacetime continuum is discretised on a 4-dimensional
Euclidean hypercubic lattice. The gauge action is then described by a sum over
oriented plaquettes on the lattice. Those plaquettes are elementary squares and
consist of closed loops of gauge links which are members of the SU(3) group
and which are denoted by Uµ(x). The link Uµ(x) connects the point x with the
neighbour point x+aµ̂, where µ̂ defines a direction in the µ-th lattice direction.
The crucial point is that this formulation is both gauge invariant and reproduces
the Yang-Mills theory in the continuum limit.

In contrast to the gauge fields, the situation for fermions becomes more
involved. The naive formulation of a gauge invariant action leads to the non-
physical effect of fermion doubling on the lattice. One possible and here adopted
method to avoid those doublers are Wilson fermions which suppress the emerg-
ing poles by a counterterm that vanishes in the continuum limit. This is only
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possible by the price of sacrifying chiral symmetry for massless fermions1. The
Wilson fermions have corrections of order a which deteriorate the convergence
to the continuum limit. However, these O(a) corrections can be eliminated by
an improvement scheme which was first proposed by Symanzik [24] [25]. The
action may then be improved by an additional term, the Sheikoleslami-Wohlert
clover term, which cancels the O(a) corrections of the fermionic action. We
have then arrived at an O(a) improved action without fermion doublers. When
computing correlators on the lattice, according to Symanzik, complete O(a)
improvement is achieved by improving operators separately in order avoid ad-
ditional O(a) corrections. Counterterms can be won by examining symmetries,
merely the according coefficients have to be determined to achieve the desired
improvement.

In this master thesis, the O(a) improvement of the static-light axial current
is investigated.

The static-light axial current is induced by a meson consisting of a light
and a static quark. For the light quark, the above introduced description of a
Wilson fermion is adopted whereas the static quark is treated in Heavy quark
effective theory (HQET), following a proposal of Eichten and Hill for the static
quark action ( [15], EH action). The improvement coefficient for the static-light
axial current can be determined non-pertubatively, but for a first guess one
may be interested in computing the coefficients in pertubation theory. Such
a calculation also provides a non-trivial check of the Symanzik programme for
the improved fields and the improved action. The pertubative expansion of
the improvement coefficient of the EH action enters also in the estimation of
smeared actions like the HYP action via hybrid methods [13]. These hybrid
methods can be treated as effective estimators neither giving a purely one-loop
nor a fully non-pertubative value. They are affected by O(g4

0) systematic errors.
This error can more precisely be estimated only when the one-loop coefficient
of at least one specific choice of HYP parameters is known.

The HYP action arises from smearing the original (thin) link Uµ(x) by deco-
rating it with staples in each direction. The smeared HYP links stay within the
attached hypercubes, i.e. staples that would overstep the borders of the hyper-
cubes during contruction are disregarded. Thus, HYP smearing looks superior
to other techniques in that it preserves locality to a high degree. This was first
proved to be remarkably effective when studying the quark/anti-quark potential
with improved statistical precision [10]. The use of HYP links to measure the
static potential from Wilson loops reduced the statistical errors and improved
the rotational invariance.

The origin of the statistical improvement has been subsequently identified as
due to a strong reduction of the static-self energy for appropriate choices of the
HYP parameters [13]. Since the binding energy of mesons consisting of a static
and a light quark is amplified by self-energy contributions, the adoption of HYP
links in the static action has allowed for lattice simulations with smaller binding
energy, thus triggering an exponential improvement of the signal-to-noise ratio
of the meson correlators at large time distances. This helped significantly in
several applications of HQET, e.g. [4] to [9].

1The need of this sacrifice is theoretically stated by the Nielson-Ninomiya theorem.
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The aim of this thesis is the analytical determination of the improvement

coefficient for the HYP action in PT at one-loop order, i.e. cstatA

(1)
. The frame-

work of the Schrödinger Functional (SF) is chosen. The SF allows to define a
correlation function so that on the one hand, the sought improvement coeffi-
cient is contained, and on the other hand, unwelcome renormalisation constants
like the divergent self-energy are cancelled. The SF imposes Dirichlet boundary
conditions in the temporal direction. O(a) improvement of the action in the
SF will therefore contain additional boundary contributions for the light quark
which will have to be taken into account. Those of course do not affect the value
of cstatA

(1)
as it is independent of the chosen geometry to compute it. Hence, the

work is organised as follows:

After this introduction, basic definitions are given in the second chapter and
the HYP smearing is being formally introduced. Thereupon, the basic concept
of O(a) improvement following the Symanzik improvement scheme is presented.
In the third chapter, the Schrödinger Functional is described. Feynman rules in
time momentum representation including O(a) improvement are derived for the
needed correlators. After having reviewed some effects of SU(3) projections used
in the HYP smearing, the Feynman rules for HYP smearing are set up. This

enables us to determine, cstatA

(1)
for the EH action for reference and for various

choices of the HYP parameters in chapter 4. Finally, in chapter 5 the self energy
for different actions is determined. It is then investigated as a function of the
HYP parameters and the global minimum is identified.
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2 The Static-light Current on the Lattice

2.1 On Actions and Currents

In order to set up a coherent discussion, the underlying definitions shall be given
in this chapter. Firstly, we restrict ourselves to a four dimensional infinite hy-
percubic lattice with lattice spacing a. The here used basic notations according
to QCD on the lattice can be found in Appendix A.1.
The Grassmann-valued fields Ψ(x) and Ψ̄(x) are associated with the lattice sites
whereas the gauge links Uµ(x) reside on the nearest-neighbour links in direction
µ. Gauge invariance is assured by the definitions given in Appendix A.1. This
set-up allows us to consider the total action S[U, Ψ̄,Ψ] which can be split into
a fermionic part SF [U, Ψ̄,Ψ] and a gauge part SG[U ]

S[U, Ψ̄,Ψ] = SF [U, Ψ̄,Ψ] + SG[U ] (2.1)

with the gauge action

SG[U ] =
1

g2
0

∑

p

tr {1−U(p)} (2.2)

and with g0 being the bare coupling constant. U(p) denotes the parallel trans-
porter around the oriented plaquette p.

As we want to deal with the static-light current, the fermionic action SF [U, Ψ̄,Ψ]
consists of a static and a relativistic contribution which we need to consider sep-
arately. The relativistic (=light) fermionic action on the lattice is described by
the Wilson action

Sl[ψl, ψ̄l] = a4
∑

x

Ψ̄l(x)(D +m0)Ψl(x) (2.3)

with m0 being the bare quark mass. D denotes the Wilson-Dirac operator and
is given by

D =
1

2

{
γµ(∇∗

µ +∇µ)− a∇∗
µ∇µ

}
(2.4)

It contains the covariant lattice derivative operators owing to the gauge invari-
ance of the theory. The second term in Eq. (2.4) is called the Wilson term
which cancels in the continuum limit a → 0. It is introduced to avoid fermion
doublers arising from the lattice discretisation by shifting the spurious poles of
the propagator by an amount proportional to 1

a . This is achieved by the price of
breaking chiral symmetry on the lattice for vanishing quark masses. The above
appearing covariant derivatives ∇µ and ∇µ∗ are defined in Appendix A.1.

Considering heavy quarks, i.e. quarks whose mass are large compared to
the intrinsic scale of QCD, relativistic physics does not yield much input. Let
us e.g. consider a b-quark with a mass mb. We are then faced with a re-
striction a < 1

mb
[7] for describing a b-quark by the standard relativistic QCD

Lagrangian. In terms of computational effort, this seems to be far out of reach
for dynamical simulations. Heavy quarks are therefore described by a so called
Heavy Quark Effective Theory (HQET). This theory starts from the static ap-
proximation describing the asymptotics at m0 → ∞. The higher contributions
are organised as powers of the inverse quark mass. This leads to an existing

5



continuum limit independent of the chosen regularisation. For a further descrip-
tion of this procedure, pls. refer to e.g. [5].
Static quarks are represented by a decoupled pair of fermion fields (ψh, ψh̄),
propagating forward and backward in time, respectively. There is no spatial dy-
namics since the heavy quark does not move in space. The temporal dynamics
of the fields is governed by the lattice actions [15]

Sh[ψh, ψh] = a4
∑

x

ψh(x)∇∗
0ψh(x) (2.5)

Sh̄[ψh̄, ψh̄] = −a4
∑

x

ψh̄(x)∇0ψh̄(x) (2.6)

The field ψh(ψh) can be thought of as the annihilator (creator) of a heavy
quark. Similarly, ψh̄(ψh̄) creates (annihilates) a heavy antiquark. Each field is
represented by a four-component Dirac vector, yet only half of the components
play a dynamical role. In order to refelect this fact, the projectors P+ and P−

are introduced:

P+ =
1

2
(1 + γ0) (2.7)

P− =
1

2
(1− γ0)

leading to the static projection constraints

P+ψh = ψh , P
−
ψh = 0

ψhP+ = ψh , ψhP−
= 0

P
−
ψh̄ = ψh̄ , P+ψh̄ = 0

ψh̄P−
= ψh̄ , ψh̄P+ = 0

(2.8)

This set-up provides the basic ingredients to treat the static effective theory in
the Schrödinger functional.
Hereafter, the axial current and vector current shall be defined. Especially the
axial current will help to define the correlation functions which we will need
later. In the case of SU(2) isopsin, the local isovector axial current is defined by

Aα
µ(x) = Ψ(x)γµγ5

1

2
ταΨ(x) (2.9)

whereby the Pauli matrix τα acts on the flavour indices of the quark field only.
The light-light current is partially conserved, e.g it satisfies the PCAC relation
[4], [5]

1

2
(∂∗µ + ∂µ)Aα

µ(x) = 2mpP
α(x) (2.10)

with mp being the PCAC mass and the axial density Pα defined as

Pα(x) = Ψ(x)γ5
1

2
ταΨ(x) (2.11)
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The static axial current is defined through a path integral with the total action
(Eq. (2.1)) as [1]

Astat
0 = Ψl(x)γ0γ5Ψh(x) (2.12)

It consists of a heavy quark and a relativistic anti-quark field. Due to missing
isospin, no Pauli matrices appear.

For the sake of completeness, the definition of the relativistic vector current
shall be given as

V α
µ (x) = Ψ(x)γµ

1

2
ταΨ(x) (2.13)

as well as for the static vector current

V stat
0 = Ψl(x)γ0Ψh(x) (2.14)

2.2 Extension to HYP smearing

The static action (see Eq. (2.5),Eq. (2.6)) has a functional dependence upon the
parallel transporter U0. Extending the EH action to the HYP action [14], this
temporal link shall be substituted by a temporal HYP link W0.

According to the original definition [10], the HYP link is obtained through
a three-step recursive APE smearing projected onto SU(3) after each step. The
original thin link is then decorated with staples belonging to its surrounding
hypercubes, i.e.

Wµ(x) ≡W (3)
µ (x) = PSU(3)[(1− α1)Uµ(x)+

+
α1

6

∑

±ν 6=µ

W (2)
ν;µ(x)W (2)

µ;ν(x+ aν̂)W (2)
ν;µ(x+ aµ̂)†] , (2.15)

W (2)
µ;ν(x) = PSU(3)[(1− α2)Uµ(x)+

+
α2

4

∑

±ρ6=ν,µ

W (1)
ρ;νµ(x)W (1)

µ;ρν(x+ aρ̂)W (1)
ρ;νµ(x+ aµ̂)†] , (2.16)

W (1)
µ;νρ(x) = PSU(3)[(1− α3)Uµ(x)+

+
α3

2

∑

±η 6=ρ,ν,µ

Uη(x) Uµ(x+ aη̂)Uη(x+ aµ̂)†] , (2.17)

where U−µ(x) = U†
µ(x− aµ̂). In Eq. (2.15), Uµ denotes the fundamental gauge

link and the index ν in W
(2)
µ;ν indicates that the fat link at location x and di-

rection µ is not decorated with staples extending in direction ν. The decorated

link W
(2)
µ;ν is then constructed in Eq. (2.16) with a modified APE blocking from

an other set of decorated links, where the indices ρ ν indicate that the fat link

W
(1)
µ;ρ ν in direction µ is not decorated with staples extending in the ρ or ν di-

rections. Finally, the decorated link W
(1)
µ;ρ ν is constructed in Eq. (2.17) from

the original thin links with a modified APE blocking step where only the two
staples orthogonal to µ, ν and ρ are used. After each smearing step the new fat
link is projected onto SU(3).
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The coefficients ~α = (α1, α2, α3) need to be specified to define the combi-
nation of differently smeared links in the construction of the HYP link. In the
following we will discuss two possible the choices which we will refer to

as the HYP1 action:

~αHY P1 = (0.75, 0.6, 0.3) (2.18)

and the HYP2 action:

~αHY P2 = (1.0, 1.0, 0.5) (2.19)

HYP smearing is constructed by three steps of APE smearing which is char-
acterised by a link not projected onto SU(3). Therefore, the APE action cannot
be generated for any choice of the HYP parameters Nevertheless, SU(3) projec-
tion is ineffective at one-loop order of pertubation theory [22] which will play a
role at a later step when describing the Feynman diagrams at one-loop order.
Therefore, the APE action can be written as choice of HYP parameters

~αAPE = (1, 0, 0) (2.20)

The Eichten Hill action obviously does not contain any smearing and is decribed
by

~αEH = (0, 0, 0) (2.21)
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2.3 O(a) improvement

Due to the disretisation on the lattice, cutoff effects in lattice QCD are inevitable
and can be rather large on the accessible lattices. These effects are proportional
to the lattice spacing a. However, an improvement to order O(a2) is possible
by adding local counterterms both to lattice action and axial current cancelling
the O(a) part of the cutoff effects. This concept is called O(a) improvement
and was first introduced by Symanzik [24], [25]. For a pedagogical introduction
see e.g. [5]. The counterterms have to be adjusted with adequate coefficients
to achieve the desired improvement. Those coefficients can be expanded in
pertubation theory. Through the complete improvement of the theory, one
achieves that renormalised on-shell quantities like matrix elements of the axial
current approach the continum limit with a rate proportional to a2, i.e. the
discretisation error is scaled down from O(a) to O(a2).

2.3.1 Actions

As stated above, a momentum cutoff arises when bringing a field theory on
the lattice. One may consider this momentum cutoff in a purely mathematical
sense as a scale of new physics and describe it by a continuum effective theory.
This means, the lattice theory is described by a continuum theory containing
interaction terms which depend on polynomials in a. The lowest order term
of this continuum effective theory describes the continuum field theory. By
adjusting the lattice action, one can cancel the higher interaction terms and
the desired continuum description survives. This approach might become more
evident by having a look at the effective action

Seff =

∫

d4x

[

L0(x) +

∞∑

k=1

akLk(x)

]

(2.22)

L0(x) denotes the continuum Lagrangian, whereas Lk(x) consists of linear com-
binations of operators of dimension 4 + k. We restrict ourselves on L1(x) since
all other terms Lk(x), k > 1 vanish faster than L1(x) when approaching the
continuum limit. Taking into account all symmetries of the lattice action, L1(x)
might be represented as a linear combination of the fields

O1 = Ψ iσµνFµνΨ (2.23)

O2 = ΨDµDµΨ + Ψ
←−
Dµ
←−
DµΨ (2.24)

O3 = m tr {FµνFµν} (2.25)

O4 = m
{

ΨγµDµΨ−Ψ
←−
DµγµΨ

}

(2.26)

O5 = m2ΨΨ (2.27)

Here, Dµ and
←−
Dµ denote the right and left covariant derivatives in the contin-

uum as defined by

DµΨ(x) = (∂µ + ig0Aµ)Ψ(x) (2.28)

Ψ(x)
←−
Dµ = Ψ(x)(

←−
∂ µ − ig0Aµ) (2.29)
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The above basis of fields can be further simplified. One may thereby distinguish
between the actions for the light and static fermions which will lead to different
O(a) improvement terms.

For the light action, one can follow the argumentation of [5] and construct
a minimal independent basis by applying the equations of motion, i.e. it holds

O1 −O2 + 2O5 = 0, O4 + 2O5 = 0 (2.30)

which allows to cancel e.g. O2 and O4. For the O(a) improvement, we want
to eliminate the contribution of the effective Lagrangian L1 which is a linear
combination of the reduced basis of fields O1, O3 and O5. The local counterterm
we will have to add on the lattice then obviously takes the form:

δS = a5
∑

x

{

c1Ô1(x) + c3Ô3(x) + c5Ô5(x)
}

(2.31)

with Ô1, Ô3 and Ô5 being some lattice representation of the fields O1, O3 and
O5. In pertubation theory, the coefficients ci are calculable polynomials of gauge
coupling constant g0

2 und thus of the logarithmic lattice spacing ln(a) whereas
the fields are independent on a.
The discretisation Ôi(x) of the fields Oi has discretisation ambiguities of order
a2. Especially, we may choose the discretised counterparts Ô3(x) and Ô5(x) of
the fields O3 and O5(x) by the plaquette field and the local scalar density that
appear in the action for Wilson fermions Eq. (2.3). The consideration of this
terms can therefore be achieved by rescaling the bare coupling and mass by a
factor 1 +O(am), i.e.

g̃2
0 = (1 + bgamq)g

2
0 (2.32)

m̃q = (1 + bmamq)mq (2.33)

The remaining improvement contribution arises from O1(x). On the lattice, it
may be represented by

Ô1(x) = Ψ(x)i σµνF̂µν(x)Ψ(x) (2.34)

with the discretised field strength tensor

F̂µν(x) =
1

8a2
{Qµν(x)−Qνµ(x)} (2.35)

The improved action for light fermions thus reads

Simpr = Sl[ψl, ψ̄l] + a5
∑

x

cswΨ(x)
i

4
σµνF̂µν(x)Ψ(x) (2.36)

and is is known as Sheikoleslami-Wohlert action. It contains the clover terms
σµνF̂µν(x). Qµν(x) denotes the sum of the four adjacent plaquette loops.

2The gauge coupling in turn is dependent on the lattice spacing a, due to the asymptotic
freedom it holds a ∝ exp

{
−const/g2

0

}
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For the heavy quark, the resulting basis of fields is a different one because
one can find additional symmetries in HQET. Furthermore, the equations of
motion lead to different relations for the on-shell variables.
Additional symmetries for the static theory comprise firstly the heavy quark
spin symmetry [1]. The action is invariant under the transformation

Ψh → VΨh (2.37)

Ψh → ΨhV
−1 (2.38)

with

V = e−iΦiǫijkσjk (2.39)

and transfomation parameters Φi. T i = ǫijkT
k form generators of the SU(2)

group and fulfil the commutation relations
[
T i, T j

]
= ǫijkT

k. This symmetry
makes spatial clover contributions according to Eq. (2.23) to a static improve-
ment term vanish, i.e., terms of the form ΨhσjkFjkΨh do not fulfil the heavy
quark spin symmetry. Moreover, the temporal clover term ΨhσojFojΨh vanishes
due to P+σojP+ = 0.

The spatial part ΨhDjDjΨh + Ψh
←−
D j
←−
D jΨh of O2 in Eq. (2.24) does not ful-

fil the local conservation of the heavy quark flavour number. This is may be
formulated as the invariance of the action under

Ψh → eiη(x)Ψh (2.40)

Ψh → Ψhe
−iη(x) (2.41)

with an arbitrary space dependent parameter η(x). Physically, this conservation
claims that the static quark does not move in space. Accordingly, the spatial
parts of O2 do not contribute.
Finally, the application of the equations of motion

D0Ψh(x) = 0

Ψh(x)
←−
D0 = 0 (2.42)

make the temporal parts of O2 and O4 vanish.
We are then left with the contribution of the field O3 and get for the improved
action for the heavy quark fields

Simpr,h = Sh[ψh, ψ̄h] + a5
∑

x

bhm
2
qΨh(x)Ψh(x) (2.43)

The coefficient bh is a function of the bare coupling g0. mq denotes the sub-
tracted bare quark mass (see section 4.1). The improvement of the static action
thus results in the addition of a mass counterterm to the unimproved heavy
action.
In the Schrödinger functional (SF), an additional boundary improvement term
will arise for the improved light action which will be given in the next chapter.
The improved static action in the SF does not obtain a boundary term and thus
does not change its form in the SF.
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2.3.2 Axial Current

After having improved the actions, one needs, to improve the fields to achieve
complete O(a) improvement. The basis that fulfils the appropriate dimension
and symmetry properties for the definition of the static-light axial current (see
Eq. (2.12)) consists of

(δAstat
0 )1 = Ψl

←−
D jγjγ5Ψh (2.44)

(δAstat
0 )2 = Ψlγ5D0Ψh (2.45)

(δAstat
0 )3 = Ψl

←−
D0γ5Ψh (2.46)

(δAstat
0 )4 = mΨlγ0γ5Ψh (2.47)

Like for the quark fields, local conservation of the flavour number can be applied
to the axial current, i.e.

Astat
0 (x)→ eiη(x)Astat

0 (x) (2.48)

with some space dependent parameter η(x). This makes the terms containing
DjΨh vanish as they violate Eq. (2.48). The equations of motion Eq. (2.42)
eliminate (δAstat

0 )2. (δAstat
0 )1, (δAstat

0 )3 and (δAstat
0 )4 are connected by the

Dirac field equations for the light quark. Therefore one more field, e.g.(δAstat
0 )3

can be eliminated. (δAstat
0 )4 may be absorbed in the renormalisation constant.

We are then left with the contribution related to (δAstat
0 )1. Writing Dj =

1
2 (
←−∇j +

←−∇∗
j ) on the lattice, the final expression for the improved axial current

on the lattice is

(Astat
I )0 = Astat

0 + acstatA δAstat
0 (2.49)

= Astat
0 + acstatA Ψlγjγ5

1

2
(
←−∇j +

←−∇∗
j )Ψh

(Astat
I )0 may be renormalised as

(Astat
R )0 = Zstat

A (1 + bstatA amq)(A
stat
I )0 (2.50)
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3 The Static-light Current in the Schrödinger Functional

3.1 A very first look at the Schrödinger Functional

This introductory section shall describe the idea of the Schrödinger Functional
(SF) at a glance. A formal description of the SF can be found in the original
papers [21] and [2]. One should not expect formal completeness at this point as
the focus is set onto the basic and for our case interesting properties of the SF.

The SF is a construction of a field theory with fixed boundary conditions in
Euclidean time. It consists of a hypercubic lattice L3×T with periodic boundary
conditions in spatial directions but with a finite extent in temporal direction. L
and T are integer multiples of the lattice spacing a. PBC can be described by
a phase shift Θk in spatial directions like defined in Eq. (A.15) to Eq. (A.17)
in Appendix A. Different angles Θk are going to be used in the simulations
for the determination of cstatA . We impose Dirichlet boundary conditions in the
temporal direction by demanding fixed values for the fermionic boundary fields
ρ(x) and ρ̄(x) at x0 = 0 as well as ρ′(x) and ρ̄′(x) at x0 = T . One can extend
the definition of fields to an infinite lattice by demanding Ψ(x) = Ψ(x) = 0 if
x0 < 0 or x0 > T . The gauge links for x0 < 0 or x0 > T fulfil Uµ(x) = 11, i.e.
no gauge fields are present. 3. Fermion and gauge fields are defined in the same
manner as on the full torus.

The projectors P+ and P− select the components that are used when ap-
plying the Dirac Wilson operator, i.e. two of the four spinor components
Ψi(x), i ∈ [1..4] at the boundaries. For consistency reasons, the complemen-
tary projections are set to zero. This gives us for the light quark fields

P+Ψl(x)|x0=0 = ρ(x) fixes Ψl,1(x),Ψl,2(x) at x0 = 0 (3.1)

P−Ψl(x)|x0=0 = 0

P−Ψl(x)|x0=T = ρ′(x) fixes Ψl,3(x),Ψl,4(x) at x0 = T

P+Ψl(x)|x0=T = 0

and for the light anti-quark fields

Ψl(x)P−|x0=0 = ρ̄(x) fixes Ψl,3(x),Ψl,4(x) at x0 = 0 (3.2)

Ψl(x)P+|x0=0 = 0

Ψl(x)P+|x0=T = ρ̄′(x) fixes Ψl,1(x),Ψl,2(x) at x0 = T

Ψl(x)P−|x0=T = 0

For the static quark fields, the boundaries are fixed accordingly. There are no
projectors necessary due to Eq. (2.8). Also here the components relevant to the
Dirac Wilson operator are fixed by

Ψh(x)|x0=0 = ρh(x) (3.3)

and for the adjoint fields by

Ψh(x)|x0=T = ρ̄′h(x) (3.4)

3This follows from Eq. (3.43) with vanishing local gauge fields qµ = 0
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P−ψ(x)|x0=T = ρ′(x)

P+ψ(x)|x0=0 = ρ(x)

x0 = T

Uk(x)|x0=T = W ′

k(x)

Uk(x)|x0=0 = Wk(x)

x0 = 0

Uµ(x)|x0>T = 1

ψ(x)|x0>T = 0

Uµ(x)|x0<0 = 1

ψ(x)|x0<0 = 0

Figure 1: Sketch of the Schrödinger Functional for light quark fields

Figure 1 shows a sketch of the basic SF construction for light quark fields.
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3.2 Light and Heavy Fermions in the lattice SF

For a more formal description of the SF consider the generating functional

Z [U, ρ′, ρ̄′, ρ, ρ̄, η, η̄] =
1

Z

∫

DΨDΨDUe
−
(
SF [U,Ψ,Ψ]+SG(U)+a4 ∑

x

(η̄(x)Ψ(x)+Ψ(x)η(x))
)

(3.5)

The fields η and η̄ are the source fields for the quark and anti-quark fields, ρ′, ρ̄′,
ρ, ρ̄ denote the boundary fields as introduced in the former section. As known
from standard methods [19], [18], the generating functional is evaluated at van-
ishing sources and thus allows to compute expectation values of the operators
in question. This prodecure will be explained more in detail in the next section
when computing the basic correlation functions. The SF, however, is defined by
the partition function at vanishing sources:

Z [ρ′, ρ̄′, ρ, ρ̄, η, η̄]η=η̄=0 =

∫

DΨDΨe−SF [U,Ψ,Ψ]+SG[U ] (3.6)

For of a heavy and a light quark, the fermionic action can be divided into

SF

[
U,Ψ,Ψ

]
= Sl

[
U,Ψ,Ψ

]
+ Sh

[
U,Ψ,Ψ

]
(3.7)

In the following, the fermion actions shall be specified separately. We begin
with the light action, namely according to the free theory without gluon fields.
In this special case, the generating functional takes the form

Zf [ρ′l, ρ̄
′
l, ρ, ρ̄l, ηl, η̄l] =

1

Zf

∫

DΨlDΨle
−
(
SF [Ψl,Ψl]+a4 ∑

x

(η̄(x)Ψl(x)+Ψl(x)η(x)
)

(3.8)
Now the following considerations can be simplified by having defined the fields
Ψl(x) and Ψl(x) for all times x0,i.e. it allows us to write down the light quark
action like on the four-dimensional torus as

Sl

[
Ψl,Ψl

]
= a4

∑

x

Ψl(x)(D +m)Ψl(x) (3.9)

We can now fall back upon the classical solution Ψcl(x) of the Dirac equation
(D + m)Ψcl(x) = 0 for 0 < x0 < T with prescribed boundary values given by
Eq. (3.1) and Eq. (3.2). For a description in the SF, the fields χ(x) and χ̄(x)
are introduced with vanishing arguments at the boundaries, i.e. χ(x)|x0=0 =
χ(x)|x0=T = 0. Ψl(x) is then written as

Ψl(x) = Ψcl(x) + χ(x) (3.10)

Ψl(x) = Ψcl(x) + χ(x) (3.11)

χ(x) and χ̄(x) can be interpreted as quantum fluctuations around Ψcl(x) with
prescribed values at x0 = 0 and x0 = T . This allows us to write Ψl(x) as

Ψl(x) = a4
∑

x

(Ψcl(x) + χ(x))(D +m)(Ψcl(x) + χ(x))

= a4
∑

x

Ψcl(x)(D +m)Ψcl(x) + a4
∑

x

χ(x)(D +m)χ(x)

+ a4
∑

x

χ(x)(D +m)Ψcl(x) + a4
∑

x

Ψcl(x)(D +m)χ(x) (3.12)
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The third term in Eq. (3.12) is zero due to the Dirac equation (D+m)Ψcl(x) = 0
for 0 < x0 < T and χ(x) = 0 for x0 ∈ [0, T ]. The same argument can be applied

to the last term if we write Ψcl(x)(D + m)χ(x) as Ψcl(x)(
←−
D† + m)χ(x) = 0

for 0 < x0 < T 4. Then the entire expression vanishes beacuse χ(x) = 0 for
x0 ∈ [0, T ]. We can therefore decompose the light action Sl[Ψl,Ψl] into

Sl[Ψl,Ψl] = Sl[Ψcl,Ψcl] + Sl[χ, χ] (3.13)

which allows to determine the generating functional for the SF with new inte-
gration variables χ and χ̄ as [3], [18]

lnZf = −Sl[Ψcl,Ψcl] + (η̄(x)Ψcl(x)) + (Ψcl(x)η(x)) + (η̄, (D +m)−1η) (3.14)

= −Sl[Ψcl,Ψcl] + a4
∑

x

(η̄(x)Ψcl(x) + Ψcl(x)η(x))

+ a8
∑

0<x0,y0<T

∑

x,y

η̄(x)S(x, x)η(y)

Above, the notation (η̄(x)Ψcl(x)) = a4
∑

x
η̄(x)Ψcl(x) is used for the scalar prod-

uct of η̄(x) and Ψcl(x). One can now compute the SF explicitly by calculating
the first term in above equation. For the SF in the free theory, this is being
done in detail in Appendix A.4 and results in

Sl[Ψcl,Ψcl] = a4
∑

x

1

2

(
ρ̄(x)γk(∇k +∇∗

k)ρ(x) + ρ̄′(x)γk(∇k +∇∗
k)ρ′(x)

)

−a3
∑

x

ρ̄(x)Ψcl(x)|x0=a − a3
∑

x

ρ̄′(x)Ψcl(x)|x0=T−a

(3.15)

Taking into account the gluon fields and the improvement of the action, the
solution of the SF can be found in complete analogy to the free solution. Only
the fermionic part of the generating functional will play a role for our interests
since we are going to expand the gluonic expectation value in pertubation theory.
Accordingly, the fermionic part of the SF for light quark fields with improved
action reads

ZF [ρ′l, ρ̄
′
l, ρl, ρ̄l, ηl, η̄l, U ]η=η̄=0 =

∫

DΨlDΨle
−SF,impr[U,Ψl,Ψl] (3.16)

As well as in the case for free quarks, we are able to compute the fermionic part
of the SF explicitly. The first term can be computed in analogy to Eq. (3.15)
and thus be determined as [9]

SF,impr[U,Ψcl,Ψcl] = a4
∑

x

c̃s
2

(
ρ̄(x)γk(∇k +∇∗

k)ρ(x) + ρ̄′(x)γk(∇k +∇∗
k)ρ′(x)

)

−c̃ta3
∑

x

ρ̄(x)U(x− a0̂, 0)Ψcl(x)|x0=a − c̃ta3
∑

x

ρ̄′(x)Ψcl(x)U(x, 0)−1|x0=T−a

4In fact, it holds for the action [3]:

S[Ψ, Ψ] = a4
∑

x

Ψ(x)(D + m)Ψ(x) = a4
∑

x

Ψ(x)(
←−

D† + m)Ψ(x)
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with the derivatives given by Eq. (A.18) and Eq. (A.19) in Appendix A. The
coefficients c̃t and c̃s arise from the O(a) improvement and shall be treated in
the next section.

For a descriptions of heavy fermions, one may consider the equations of mo-
tion a heavy quark field:

∇∗
0Ψh,cl = 0 (3.17)

Ψh,cl
←−∇0 = 0 (3.18)

which are solved by the classical solutions

Ψh,cl(x) = U0(x− a0̂)−1...U0(x− x00̂)−1ρh(x) (3.19)

Ψh,cl(x) = ρ̄h(x)′U0(x)
−1|x0=T−a0̂...U0(x)

−1 (3.20)

The classical action for the heavy quark given by Eq. (2.5) vanishes due to the
equations of motion Eq. (3.17) and Eq. (3.18), i.e.

Sh[U,Ψh,cl,Ψh,cl] = 0

The entire fermionic part of the SF consisting of a light and a static quark
including the gluon fields is given by

ZF [ρ′l, ρ̄
′
l, ρ̄

′
h, ρl, ρh, ρ̄l, ηl, η̄l, ηh, η̄h, U ]ηl=η̄l=ηh=η̄h=0

=

∫

DΨlDΨlDΨhDΨhe
−Sl[U,Ψl,Ψl]−Sh[U,Ψh,Ψh] (3.21)

3.3 O(a) improvement in the lattice SF

Due to the boundary conditions of the SF, there are additional contributions to
the O(a) counterterms to the light quark action and in principle to the static
quark action. The static improvement terms at order a at the boundaries can
be disregarded because all possible operators that are invariant under discrete
3-dimensional Euclidean rotations become zero either because of or of Eq. (2.8)
or Eq. (2.42) [1]. Thus, the boundaries only affect the action improvement of
the light quark. The Dirac Wilson operator hence has the structure

δD = δDV + δDb (3.22)

where the volume improvement term δDV consists of the clover term for the
fermion action (see Eq. (2.36)). A possible form of the boundary improvement
term is given by [6]

δDb

[
Ψ,Ψ, U

]
= a4

∑

x

{(c̃s − 1)(Ls(x) + L′
s(x))

+(c̃t − 1)(Lt(x) + L′
t(x))} (3.23)

with

Ls(x) =
1

2
ρ̄(x)γk(∇∗

k +∇k)ρ(x) (3.24)

L′
s(x) =

1

2
ρ̄′(x)γk(∇∗

k +∇k)ρ′(x) (3.25)

Lt(x) =
{

Ψ(y)P+∇∗
0Ψ(y) + Ψ(y)

←−∇∗
0P−Ψ(y)

}

|y=(a,x) (3.26)

L′
t(x) =

{

Ψ(y)P−∇0Ψ(y) + Ψ(y)
←−∇0P+Ψ(y)

}

|y=(T−a,x) (3.27)
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The improvement coefficients c̃s and c̃t in Eq. (3.23) must be chosen such that
the time reversal invariance of the theory is preserved. The pertubative expan-
sion of the improvement coefficients c̃s and c̃t reads

c̃s,t = 1 +

∞∑

k=1

c̃
(k)
s,t g

2k
0 (3.28)

Due to c
(0)
s,t = 1, the improvement coefficients do not appear explicitly for the

free theory in Eq. (3.15). The reason for that is that the theory for free Wilson
fermions is already O(a) improved [3]. For one-loop computations, one needs to
consider only the first non-vanishing terms of volume and boundary improve-

ment terms, i,.e. δD
(1)
V and δD

(2)
b where the upper index (k) here denotes the

order of the expansion in g0. δD
(1)
V induces a magnetic colour moment and

modifies the 3-point quark-gluon vertex. This results in additional definitions
which can be read off Table 7 in Appendix B. The values i ∈ [6..16] in Table 7
arise from the clover term of the improved action.

δD
(2)
b yields a contribution to the second order of the boundary to bulk prop-

agator, i.e. Ψ
(2)
cl is affected. It will appear as a matrix Hbi which has to be

defined in the next section and which is based on Eq. (3.23). The explicit forms
of the boundary improvement terms will not be given, they will be included in
the final expressions for the Feynman diagrams.
There are no improvement contributions from the boundaries to the axial cur-
rent. The reason for that is that the axial current is defined in the interior of the
SF by the annihilation of a quark and an antiquark and thus is a pure volume
term. Moreover, the SF offers the opportunity to compute the proportional
constant cstatA by choosing the involved correlation functions in a smart way.
In this work, the proportional constant cstatA is determined to first loop order.
To set up the notation, cstatA may be epanded in pertubation theory by

cstatA =

∞∑

k=0

cstatA

(k)
g2k
0 (3.29)

with the upper index k being the loop order.
Due to the already given O(a) improvement of the free theory, there is no
improvement term necessary for Uµ(x) = 11, and

cstatA

(0)
= 0 (3.30)

The first non-vanishing contribution to cstatA therefore is cstatA

(1)
. It should be

emphasized, that, although pertubation theory is set up in the SF in the follow-
ing, the improvement coefficient cstatA is not a property ofthe SF nor it is affected
by the SF. The SF just offers a smart and elegant way to define the operators

which are needed to extract cstatA

(1)
.
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3.4 Correlation functions in the lattice SF

In Euclidean space, the expectation value of any product O of local composite
fields is given by the functional integral

< O >=
1

Z

∫

fields

Oe−S (3.31)

That is, we will have to integrate over all gluonic and femionic fields. This
procedure can be described seperately and gives us the fermionic expectation
value []F and the gluonic expectation value <>G

< O >=< [O]F >G (3.32)

After having integrated out the fermionic fields, the gauge field probability
depends on ZF and is described by the density function

p = ZF e−S[U ] (3.33)

The gluonic expectation value will appear in the definition of the axial current,
e.g. it will have the form of fA =< .. >G and will be evaluated in pertubation
theory. At this point, we are only interested in an analytic computation of the
fermionic expectation value [O]F .

Since the SF is a Gaussian function of the source fields η and η̄ and the
boundary fields ρ, ρ̄, ρ′ and ρ̄′, correlation functions in the SF are typically
obtained by taking variational derivatives with respect to those fields. To make
this concept clearer, let O be a polynomial in the variational derivatives with
respect to source and boundary fields. We define its fermionic expectation value
through

[O(Ψ,Ψ, ζ, ζ̄, ζ ′, ζ̄ ′)]F =

{
1

ZF
O(

δ

η
,
δ

δη̄
,
δ

δρ
,
δ

δρ̄
,
δ

δρ′
,
δ

δρ̄′
)ZF [ρ′; ρ̄′; ρ; ρ̄; η̄;η]

}

ρ′=..=η̄=0

(3.34)
In the notation of Eq. (3.34), the variational derivatives are associated with
corresponding fields. For the light quark, this is done according to

−Ψl(x)↔
δ

ηl(x)
(3.35)

Ψl(x)↔
δ

δη̄l(x)
(3.36)

−ζ̄l(x)↔ δ

δρl(x)
(3.37)

ζl(x)↔ δ

δρl(x)
(3.38)

−ζ̄ ′l(x)↔ δ

δρl(x)
(3.39)

ζ ′l(x)↔ δ

δρl(x)
, (3.40)

The boundary fields ζl, ζ̄l, ζ
′
l and ζ̄ ′l are just symbolic notations whereas the

fields Ψl and Ψl may be identified with the fields in Eq. (3.6).
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One is now able to compute an arbitrary product of fields Ψl,Ψl, ζl, ζ̄l by
applying Wick contractions and thus decomposing [O]F into a sum of basic two-
point functions. Therefore, we are left with deducing a basic set of two-point
functions allowing to build a basis for arbitrary operators. In oder to write
down the basic two-point functions, we need to consider the classical solution
of the quark propagator fulfilling the boundary conditions imposed by the SF.
For the light quark, it is given by [1]

Ψcl,l(x) = a3
∑

y

c̃t
(
S(x, y)U(y− a0̂)−1ρl(y)|y0=a +S(x, y)U(y, 0)ρ′l(y)|y0=T−a

)

Knowing that δ
δρl(y)ρl(y) = P+, this yields immediately

δ

δρl(y)
Ψcl,l(x) = c̃tS(x, y)U(y − a0̂, 0)−1P+|y0=a

and with δ
δρ′

l
(y)ρ

′
l(y) = P− one gets

δ

δρ′l(y)
Ψcl,l(x) = c̃tS(x, y)U(y, 0)P−|y0=T−a

The adjoint equation

Ψcl,l(x) = a3
∑

y

c̃t
(
ρ̄l(x)U(x−a0̂, 0)S(x, y)|x0=a+ρ̄′l(x)U(x, 0)−1S(x, y)|x0=T−a

)

with δ
δρ̄l(x) ρ̄l(x) = P− leads to

δ

δρ̄l(x)
Ψcl,l(x) = c̃tP−U(x− a0̂, 0)S(x, y)|x0=a

and with δ
δρ̄′

l
(x) ρ̄

′
l(x) = P+ to

δ

δρ̄′l(x)
Ψcl,l(x) = c̃tP+U(x, 0)−1S(x, y)|x0=T−a

For the heavy quark, due to the choice of the boundary fields given by
Eq. (3.3) and Eq. (3.4), only the fields ζ̄h(x) and ζ ′h(x) are defined analogously.
With the classical solutions Eq. (A.37), one finds

δ

δρh(x)
Ψcl,h(x) = U0(x− a0̂)−1..U0(x− x00̂)−1P+ (3.41)

δ

δρ̄′h(x)
Ψcl,h(x) = P+U0(x)

−1|x0=T−a0̂..U0(x)
−1 (3.42)

The basic light and static two-point functions can now be computed by
applying above listed expressions. They are given in detail in Appendix A.2
and A.3.
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3.5 Pertubation Theory in the lattice SF

Having evaluated the fermionic expectation values analytically, we are now left
in determining the gluonic expectation values. In computer simulations, this
is usually done by using Monte Carlo methods. For the computation of cstatA ,
we choose a different approach and evaluate them in pertubation theory. In
concrete, this will lead to the task of determining cstatA to first order, namely

cstatA

(1)
.

Initially, we introduce a gauge vector field qµ(x) fluctuating around a vanishing
background gauge field. The link variable can then be written as

Uµ(x) = eg0aqµ(x) (3.43)

A description of pertubation theory on the lattice now consists of expanding
the gauge links in terms of the bare coupling g0. In order to perform the
calculation of cstatA , we are interested in two particular correlation functions, i.e.
f stat

A and f stat
1 . The reason for this shall become clearer when performing the

final computation of cstatA in the next chapter.
The discretized version of the correlation function f stat

A (x0) is given by

f stat
A (x0) = −a6

∑

y,z

1

2

〈
Astat

0 (x)ζ̄h(y)γ5ζl(z)
〉

(3.44)

= −1

2
< tr {Hl(x)γ0Hh(x)} >G

The trace is to be taken over Dirac and colour indices. In above equation, the
definition

H(x) = a3
∑

y

δΨcl(x)

δρ(y)
(3.45)

is used. H(x) can be expanded in pertubation theory by

H(x) =
∞∑

k=0

H(k)gk
0 (3.46)

Please note that above formulae are based on the correlation functions which
were derived in the former section. f stat

A (x0) may now be expanded in terms of
g0. This gives us

f stat
A (x0) =

∞∑

k=0

g2k
0 f stat

A

(k)
(x0)

or, in our notation using H-matrices:

fstat
A (x0) = −1

2

〈

tr
{

H†
l (x)γ0H

†
h(x)

}〉

G
(3.47)

= −1

2

〈
tr

{
P + q0Q + q2

0R
}〉

G

with

P = H
(0)†
l γ0H

(0)
h (3.48)

Q = H
(1)†
l γ0H

(0)
h +H

(0)†
l γ0H

(1)
h

R = H
(1)†
l γ0H

(1)
h +H

(0)†
l γ0H

(2)
h +H

(2)†
l γ0H

(0)
h

21



It follows for

f
stat,(0)
A (x0) = −1

2

〈

tr
{

H
(0)†
l γ0H

(0)
h

}〉

G
(3.49)

f
stat,(1)
A (x0) = −1

2

〈

tr
{

H
(1)†
l γ0H

(1)
h + H

(0)†
l γ0H

(2)
h + H

(2)†
l γ0H

(0)
h

}〉

G

The first contribution P gives us the tree level of the operator f stat
A . Q always

vanishes. This can easily seen, because H(1)(x) is proportional to qµ(y) whereas
H(0)(x) does not depend on qµ(y). As we know that < qµ >G= 0, it follows
that Q = 0. Finally, R gives us the one-loop contributions to f stat

A which are a
bit more involved and will be discussed in the following.

At this point, we want to consider specific quantities in their Fourier trans-
formed shape which eases or makes even possible many considerations. In the
SF, we miss translation invariance in the temporal direction. Therefore, we can-
not Fourier-transform our quantities as usual. However, we are able to perform
a spatial Fourier transformation (SFT) as translation invariance is given in the
spatial directions. Doing this for the H-matrix, we obtain

H(x,p) = a3
∑

y

eipy δΨcl(x)

δρ(y)
(3.50)

and for f stat
A :

f stat
A (x0,p) = −a6

∑

y,z

eip(y−z) 1

2

〈
Astat

0 (x)ζ̄h(y)γ5ζl(z)
〉

(3.51)

= −1

2
< tr {Hl(x,p)γ0Hh(x,p)} >G

A pertubative expansion of the H-matrices immediately yields

H(k)(x,p) = a3
∑

y

eipy δΨ
(k)
cl (x)

δρ(y)
(3.52)

It is now convenient to define the matrix χ(x0,p) as the SFT ofH(0)(x). χ(x0,p)
describes the quark propagator from the SF boundary to the interior point x0

with momentum p at tree level:

χ(x0,p) = eipxH(0)(x,p) (3.53)

Furthermore, the SFT of the quark propagator S(x, y) is needed:

S̃(x0, y0,p
¯
) = a3

∑

x

eip(x−y)S(x, y) (3.54)

With above definition and referring to Eq. (A.37), the static quark propagator
at tree level reduces to

S̃
(0)
h = P+ (3.55)

This allows us to express the tree level of fstat
A as per Eq. (3.49) as

f stat
A

(0)
(x0,p) = −1

2
Ntr

[
χ(x0,p)†γ0P+

]
(3.56)
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where N = 3 is the number of colours in QCD. From now on, the trace is to be
taken over Dirac indices only.

f stat
A

(0)
depends on the bare quark mass m0 which has a functional dependence

upon the bare coupling g0. In order to reflect this fact, a mass shift df
stat(0)
A

has to be taken into account when computing fstat
A :

df stat
A

(0)
(x0,p,m0(g

2
0))

dg2
0

|g2
0=0 = −1

2
Ntr







dχ(x0,p)†

dm0

=m
(1)
0

︷ ︸︸ ︷

dm0

dg2
0

|g2
0=0 γ0P+







(3.57)

= −1

2
Nm

(1)
0 tr

{
dχ(x0,p)†

dm0
γ0P+

}

=
1

2
Nm

(1)
0

T−a∑

u0=a

tr
{

χ(u0,p)†S̃(0)†(x0,p)γ0P+

}

(3.58)

Later, we will set m0 to ist critical value mc = m
(1)
c g2

0 +O(g4
0).

In the following, a set of ingredients will be described allowing us to express
equation (3.49) in a more descriptive way. Further related formulae and deriva-
tions can be found in [8]. In the following, we adopt the notation and sketch
the underlying ideas.

Firstly, we define vertices V (1) and V (2) for the relativistic quark-gluon emis-
sion/absorption. Basically, those vertices will, besides causing an additional
factor in the correlation functions, induce a shift in the contracted gluon prop-
agators as well as in the relativistic propagators. These factors and shifts arise
from the expansion of the improved Dirac Wilson operator can be read off Ta-
bles 7 and 8 in Appendix B.
V (1) describes the relativistic three-point quark-gluon vertex, e.g. a gluon with
momentum k ist emitted or absorbed by a propagating quark with momentum
p. V (2) denotes the relativistic four-point quark-gluon vertex. A quark with
momentum p can emit or absorb gluons with momentum k and q. Figures 2
and 3 show the basic vertices.

Considering equation (3.49) anew, the contained matrix H(2) can be split
to get the resulting Feynman diagrams. We distinguish between the light (rel-

ativistic) case H
(2)
l and heavy (static) case H

(2)
h because in the light case, H

(2)
l

contains the improvement term H
(2)
bi (x,p) arising from the improvement term

δDb, see Eq. (3.23). If we for simplicity set the boundary fields to zero, this
contribution takes the form

H(2)(x,p)bi = −c̃teipx
(
S̃(0)(x0, a;p) [χ(a;p)− P+] (3.59)

+ S̃(0)(x0, T − a;p)χ(T − a;p)
)

Accordingly, H
(2)
l can be split into three contributions [8]

H
(2)
l (x,p) = H

(2)
l,tp(x,p) +H

(2)
l,ss(x,p) +H

(2)
bi (x,p) (3.60)
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~p

~k

V
(1)
i

Figure 2: three-point
quark-gluon vertex

V
(2)
i

~p

~q

~k

Figure 3: four-point
quark-gluon vertex

The subscripts bi denote the boundary improvement contribution whereas tp
stands for tadpole and ss for setting sun, i.e. the self energy. For the the static

case, H
(2)
h contains only the two components

H
(2)
h (x,p) = H

(2)
h,tp(x,p) +H

(2)
h,ss(x,p) (3.61)

The H-matrices contain the above introduced vertices. That is, Hl,ss arises
from a quark line with two relativistic three-point quark-gluon vertices. It

is constructed by summing up all possible vertices V
(1)
i and V

(1)
j bearing in

mind their induced shifts and by summing over all possible combinations of
emission/absorption points. The sum furthermore extends over all possible
gluon momenta p and q. If both gluons are emitted or absorbed at the same

time, one has to consider a relativistic four-point quark-gluon vertex V
(2)
i and

Hl,tp emerges after having summed up the emission/absorption points and the
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H
(2)
ss

~q~p + ~q

~p+~q+~k

H
(2)
tp

~p

~q

~k

~p+~q+~k

Figure 4: Self energy and tadpole contributions to H(2)

momenta. One then gets the analytic expressions

H
(2)
l (x,p)tp = − a

L6

∑

k,q

T−a∑

u0=a

ei(k+q+p)xS̃(0)(x0, u0;k + q + p) (3.62)

×
5∑

i=1

q̃a
µ(i)(u0 + at(i);k)q̃b

µ(i)(u0 + at(i);q)T aT bV
(2)
i (k,q,p)χ(u0 + as(i);p)

H
(2)
l (x,p)ss = − a

2

L6

∑

k,q

T−a∑

u0,v0=a

ei(k+q+p)xS̃(0)(x0, u0;k + q + p)

×
16∑

i,j=1

q̃a
µ(i)(u0 + at(i);k)T aV

(1)
i (k,q + p)S̃(0)(u0 + as(i), v0;q + p)

× q̃b
µ(j)(v0 + at(j);q)T bV

(1)
j (q,p)χ(v0 + as(j);p)

The matrices H
(2)
l (x,p)tp and H

(2)
l (x,p)ss can be visualized as in figure 4.

A contraction of both gluons appearing in H
(2)
l (x,p

¯
)ss yields a contribution

to the self energy. If they are emitted and absorbed at the same point like in

H
(2)
l (x,p

¯
)tp , a tadpole emerges when contracting both gluons.

Accordingly, we introduce new symbols N i
l for the tadpole contraction and M ij

l

for the self-energy contraction resulting in
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V
(1)
j

V
(1)
i

~p
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~k
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v0 + as(j)

~p

x0

Figure 5: The Setting Sun Matrix
M ij

N i

V
(2)
i

~p

u0 + as(i)

~p

x0

~k

~k

Figure 6: The Tadpole Matrix N i

N i
l (x0, u0,p,k) = S̃

(0)
l (x0, u0,p)V

(2)
i (k,−k,p)χl(u0 + as(i);p) (3.63)

M ij
l (x0, u0, v0;p,k) = S̃

(0)
l (x0, u0,p)V

(1)
i (k,p− k)S̃

(0)
l (u0 + as(i), v0,p− k)

× V (1)
j (−k,p)χl(v0 + as(j);p)

which look like figures 5 and 6. Due to their shape, diagrams containing a loop
like in figure 5 are also called setting sun diagrams. For the static quark, it
holds

N i
h(x0, u0,p,k) = P+Θ(x0 − u0) (3.64)

M ij
h (x0, u0, v0;p,k) = P+Θ(x0 − u0)Θ(u0 − v0 − a)

where Θ(x) is the Heavyside function. One then finds

H
(2)
h (x,p)tp =

a2

2L6

∑

k,q

T−a∑

u0=a

ei(k+q+p)xΘ(x0 − u0)q̃
a
0 (u0 − a;k)q̃b

0(u0 − a;q)T aT bP+

(3.65)

H
(2)
h (x,p)ss =

a2

L6

∑

k,q

T−a∑

u0,v0=a

ei(k+q+p)xΘ(x0 − u0)Θ(u0 − v0 − a)

× q̃a
0 (u0 − a;k)q̃b

0(v0 − a;q)T aT bP+

The expressions tr
{

H
(0)†
l γ0H

(2)
h

}

and tr
{

H
(2)†
l γ0H

(0)
h

}

in (3.49) can now ba-

sically be expressed by the above introduced auxiliary quantities N i
l and M ij

l .
They result in two diagrams at a time. We now get the first four Feynman di-

agrams describing f stat
A

(1)
in figures 7 to 10. Using above introduced notation,
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Figure 7:
fstat

A,ss−a

Figure 8:
fstat

A,ss−b

Figure 9:
fstat

A,tp−a

Figure 10:
fstat

A,tp−b

the diagrams are described by the expressions5

fstat
A,ss−a(x0,p) = NCF

a2

2L3

∑

k

x0∑

u0=a

u0−a∑

v0=a

d00(u0 − a, v0 − a;k) (3.66)

× tr
[
χ1(x0;p)†γ0P+

]

fstat
A,ss−b(x0,p) = NCF

a2

2L3

∑

k

T−a∑

u0,v0=a

16∑

i,j=1

dµ(i)µ(j)(u0 + at(i), v0 + at(j);k)

(3.67)

× tr
[

Mij
l (x0,u0, v0;p,k)†γ0P+

]

fstat
A,tp−a(x0,p) = NCF

a2

4L3

∑

k

x0∑

u0=a

d00(u0 − a, u0 − a;k) (3.68)

× tr
[
χ1(x0;p)†γ0P+

]

fstat
A,tp−b(x0,p) = −NCF

a2

2L3

∑

k

T−a∑

u0=a

5∑

i=1

dµ(i)µ(j)(u0 + at(i), u0 + at(i);k)

(3.69)

× tr
[
Ni

l(x0,u0;p,k)†γ0P+

]

Finally, the contribution tr
{

H
(1)†
l γ0H

(1)
h

}

in (3.49) describes a gluon exchange

between heavy and relativistic quark. H
(1)
l contains a three-point quark-gluon

5CF denotes the Casimir number, i.e. CF = 4

3
for SU(3)
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vertex and takes the form

H
(1)
l (x,p) = − a

L3

∑

k

T−a∑

u0=a

ei(k+p)xS̃(0)(x0, u0;k + p) (3.70)

×
16∑

i=1

q̃a
µ(i)(u0 + at(i);k)T aV

(1)
i (k,p)χ(u0 + as(i);p)

The corresponding auxiliary quantity M i
l (x0, u0,p,k) for the relativistic quark

consists of a quark propagator from the boundary to the interior u0. It emits or
absorbs a gluon in a three-point quark-gluon vertex and then propagates further
to x0. The process reads

M i
l (x0, u0,p,k) = S̃

(0)
l (x0, u0,p + k)V

(1)
i (k,p)χl(u0 + as(i);p) (3.71)

The static counterpart

H
(1)
h (x,p) = − a

L3

∑

k

T−a∑

u0=a

ei(k+p)x)Θ(x0 − u0)q̃
a
0 (u0 − a;k)T aP+ (3.72)

contains
Mh = P+Θ(x0 − u0) (3.73)

and we can write down

fstat
A,ge(x0,p) = −NCF

a2

2L3

∑

k

T−a∑

u0=a

x0∑

v0=a

16∑

i=1

d0µ(i)(u0 + at(i), v0 − a;k) (3.74)

× tr
[
Mi

l(x0,u0;p,k)γ0P+

]

where the subscript ge denotes the gluon exchange. This yields the last Feynman

diagram for f stat
A

(1)
in figure 12. The contribution generated by the boundary

improvement term proportional to c̃
(1)
t takes the form

fstat
A,bi(x0,p) = c̃

(1)
t Ntr

[
Ri

l(x0,p)γ0P+

]
, (3.75)

Ri
l(x0,p) = S̃

(0)
l (x0, a,p) [χl(a,p)− P+] + S

(0)
l (x0, T − a,p)χl(T − a,p)

Above defined R-matrix contains explicit tree level contributions arising from
the boundary links. In the interior of the SF, those boundary links are continued
by the respective quark propagators.
To achieve complete O(a) improvement, the axial current improvement term
arising from Eq. (2.49) has to be added to f stat

A , i.e.

f stat
A,impr = f stat

A + acstatA fstat
δA (3.76)
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~p

u0 + as(i)

x0

~p + k

~k

V
(1)
i

Figure 11: The Matrix M i Figure 12: fstat
A,ge

with

f stat
δA = −a6

∑

y,z

< Ψlγkγ5
1

2
(
←−∇k +

←−∇∗
k)Ψh(x)ζ̄h(y)γ5ζl(z) > (3.77)

= −a6
∑

y,z

< tr

{
[
ζl(z)Ψl(x)

]

F
γkγ5

1

2
(
←−∇k +

←−∇∗
k)

[
Ψh(x)ζ̄h(y)

]

F
γ5

}

>G

The above described discussion carries over to the second correlation function
f stat

1 which we want to determine. In contrast to f stat
A , it does not depend on

x0 and is defined by

f stat
1 = −1

2

a12

L6

∑

u,v,y,z

< ζ̄ ′l(u)γ5ζ
′
h(v)ζ̄h(y)γ5ζ(z) >G (3.78)

=
1

2
< tr

{

K†
l Kh

}

>G

and its Fourier transformed shape, where the momenta p and p describe the
momenta of the boundary fields:

f stat
1 (p,q) = −1

2

a12

L6

∑

u,v,y,z

eip(u−v)eiq(y−z) < ζ̄ ′l(u)γ5ζ
′
h(v)ζ̄h(y)γ5ζ(z) >G

(3.79)

=
1

2
< tr

{
Kl(p,q)†Kh(p,q)

}
>G

In analogy to f stat
A and its H-matrix, above representation contains a K-

matrix defined by
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Kl(p,q) = c̃t
a3

L3

∑

x

{
P+e

ipxU0(x)
−1Hl(x,q)

}
|x0=T−a (3.80)

Kh(p,q) = c̃t
a3

L3

∑

x

{
P+e

ipxU0(x)
−1Hh(x,q)

}
|x0=T−a

Again, we end up with

f stat
1

(0)
(p,q) = −1

2

〈

tr
{

K
(0)†
l (p,q)K

(0)
h (p,q)

}〉

G
(3.81)

f stat
1

(1)
(p,q) = −1

2

〈

tr
{

K
(1)†
l (p,q)K

(1)
h (p,q) + K

(0)†
l (p,q)K

(2)
h (p,q) + K

(2)†
l (p,q)K

(0)
h (p,q)

}〉

G

Considering the pertubative expansion of K, one obtains for the tree level

K
(0)
l (p,q) = P+δp,qχl(T − a,p) (3.82)

K
(0)
h (p,q) = P+δp,qχh(T − a,p)

which describes the respective quarks propagating between the the boundaries
of the SF.
The first two oders of K can be split into [8]

K
(1)
l (p,q) = K

(1)
l (p,q)bulk +K

(1)
l (p,q)bound (3.83)

K
(1)
h (p,q) = K

(1)
h (p,q)bulk +K

(1)
h (p,q)bound

K
(2)
l (p,q) = K

(2)
l (p,q)ss,bulk +K

(2)
l (p,q)ss;bound+

+K
(2)
l (p,q)tp,bulk +K

(2)
l (p,q)tp,bound +K(2)(p,q)bi

K
(2)
h (p,q) = K

(2)
h (p,q)ss,bulk +K

(2)
h (p,q)ss;bound+

+K
(2)
h (p,q)tp,bulk +K

(2)
h (p,q)tp,bound

This splitting reflects the appearance of the boundary link in the definition of
K. K(1) and K(2) can be found by expanding (3.80) in terms of g0 and by
reusing the expansions of the H-matrices. The resulting formulae can be re-
arranged according to (3.83) and then be inserted into (3.81). Adopting the
auxiliary quantities from the former section, this gives the final relations for the
Feynman diagrams for f stat

1 . It is worth mentioning that like for f stat
A , there is

no boundary improvement term for the heavy case.

For the tree level of f stat
1 , one gets

f stat
1

(0)
(p,q) =

1

2
Nδpqtr

[
χl(T− a,p)†P+

]
(3.84)

The mass shift in analogy to Eq. (3.57) is then given by

df stat
1

(0)
(p) =

1

2
N

T−1∑

u0=1

tr
{

χ(u0,p)†S̃(0)(T− 1,p)P+

}

(3.85)
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Figure 13:
fstat
1,ss−a

Figure 14:
fstat
1,ss−c

Figure 15:
fstat
1,ss−b

Figure 16:
fstat
1,ss−d

We are then having a look at at the diagrams for the self energy in which the
gluon propagators have different emission and absorption points. Like for f stat

A ,
the relativistic three-point quark-gluon vertices appear. They are expressed as

fstat
1,ss−a(p,q) = −NCF

a2

2L3
δpq

∑

k

T−a∑

u0=a

u0−a∑

v0=a

d00(u0 − a, v0 − a;k) (3.86)

× tr
[
χ1(T− a;p)†P+

]

fstat
1,ss−c(p,q) = −NCF

a2

2L3
δpq

∑

k

T−a∑

u0=a

d00(T − a, u0 − a;k)

× tr
[
χ1(T− a;p)†P+

]

fstat
1,ss−b(p,q) = −NCF

a2

2L3
δpq

∑

k

T−a∑

u0,v0=a

16∑

i,j=1

dµ(i)µ(j)(u0 + at(i), v0 + at(j);k)

× tr
[

Mij
l (T− a,u0, v0,p,k)†P+

]

fstat
1,ss−d(p,q) = −NCF

a2

2L3
δpq

∑

k

T−a∑

u0=a

16∑

i=1

dµ(i)0(u0 + at(i), T − a;k)

× tr
[
Mi

l(T− a,u0,p,k)†P+

]

The formulae for the tadpole diagrams resemble the fromulae for the setting
sun diagrams. The gluon propagators are contracted at the same emission and
absorption points. The factor 1

2 in below formulae arises from the expansion of
the gauge links in terms g2

0 causing a tadpole contribution to the self-energy.
Accordingly, the relativistic four-point quark-gluon vertices are contained.
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Figure 17:
fstat
1,tp−a

Figure 18:
fstat
1,tp−c

Figure 19:
fstat
1,tp−b

Figure 20:
fstat
1,tp−d

fstat
1,tp−a(p,q) = −NCF

a2

4L3
δpq

∑

k

T−a∑

u0=a

d00(u0 − a, u0 − a;k) (3.87)

× tr
[
χ1(T− a;p)†P+

]

fstat
1,tp−c(p,q) = −NCF

a2

4L3
δpq

∑

k

d00(T − a, T − a;k)

× tr
[
χ1(T− a;p)†P+

]

fstat
1,tp−b(p,q) = −NCF

a2

2L3
δpq

∑

k

T−a∑

u0=a

5∑

i=1

dµ(i)µ(i)(u0 + at(i), u0 + at(i);k)

× tr
[
Ni

l(T− a,u0,p,k)†P+

]

fstat
1,tp−d(p,q) = −NCF

a2

4L3
δpq

∑

k

d00(T − a, T − a;k)

× tr
[
Ni

l(T− a,p)†P+

]

For the boundary improvement term contribution,one gets

fstat
1,bi (p,q) = c̃

(1)
t

{

f
stat(0)
1 (p,q)−Nδp,qtr

[
Ri

l(T− a,p)†P+

]}

(3.88)

with the R-matrix defined in (3.75). We are now left in specifying the diagrams
for the gluon exchange. If we again distinguish between bulk and boundary con-
tributions according to (3.83), four further diagrams emerge like shown in Fig-
ures (21) to (24) Only gluons with vanishing momentum q = 0

¯
are exchanged.
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Figure 21:
fstat
1,ge−a

Figure 22:
fstat
1,ge−b

Figure 23:
fstat
1,ge−c

Figure 24:
fstat
1,ge−d

An analytic description of the diagrams reads

fstat
1,ge−a(p,q) = NCF

a2

2L3
δpq

∑

k

T−a∑

u0=a

T−a∑

v0=a

16∑

i=1

d0µ(i)(u0 + at(i), v0 − a;k)

(3.89)

× tr
[
Mi

1(T− a,u0,p, 0
¯
)†P+

]

fstat
1,ge−c(p,q) = NCF

a2

2L3
δpq

∑

k

T−a∑

u0=a

16∑

i=1

d0µ(i)(u0 + at(i), T − a; 0
¯
)tr

[
Mi

1(T− a,u0,p,k)†P+

]

fstat
1,ge−b(p,q) = NCF

a2

2L3
δpq

∑

k

T−a∑

u0=a

d00(T − a, u0 − a;k)tr
[
χl(T− a,p)†P+

]

fstat
1,ge−d(p,q) = NCF

a2

2L3
δpq

∑

k

d00(T − a, T − a;k)tr
[
χl(T− a,p)†P+

]
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3.6 HYP links in the SF

The preceeding considerations can be reviewed when taking into account tem-
poral HYP links for the static quark as introduced in chapter 2. Obviously,
only the diagrams for the heavy quark and the gluon exchange between light
and heavy quark are affected by this new point-of-view whereas the diagrams
for the light quark remain unchanged. In the following, the Feynman rules are
derived for the SF with HYP smearing.
Following the introductory considerations of section 1, the smeared gauge fields
are projected to SU(3) and thus the three levels of the HYP procedure can be
defined according to

W (3)
µ (x) = eag0B(3)

µ (x), (3.90)

W (2)
µ;ν(x) = eag0B(2)

µ;ν(x), (3.91)

W (1)
µ;νρ(x) = eag0B(1)

µ;νρ(x). (3.92)

The aim is now to obtain the relation between the smeared and original gauge

fields, i.e. between B
(3)
µ (x) and qµ(x). This relation has been derived for a finite

lattice with PBC and with HYP smearing in momentum space [11] as a function

B̃(3)
µ (p) =

∑

ν

fµν(p)q̃ν(p) + O(g0) , (3.93)

with q̃ν(p) and B̃
(3)
µ (p) denoting the FT of q(x) and B

(3)
µ (x) . Above equation

is diagonal in momentum space. The tensor fµν(p) is given by

fµν(p) = δµν

[

1− α1

6

∑

ρ

(a2p̂2
ρ)Ωµρ(p)

]

+
α1

6
(ap̂µ)(ap̂ν)Ωµν(p) , (3.94)

Ωµν(p) = 1 + α2(1 + α3)−
α2

4
(1 + 2α3)a

2(p̂2 − p̂2
µ − p̂2

ν) +
α2α3

4

∏

η 6=µ,ν

a2p̂2
η .

(3.95)

For the SF, we want to gain an according representation in time-momentum
space. This relation can be derived in a smart way by following a proposal of
D.Guazzini [22] by taking the result of Eq. (3.93) in full momentum space with
periodic boundary conditions and performing an anti-Fourier transformation in
time. This is possible in presence of homogeneous Dirichlet boundary conditions
which allow to continue the SF periodically to all times with no non-trivial tems
at the boundaries. The approach shall be pointed out a bit more in detail in
the following:

Under the assumption of periodic boundary conditions in space and time,
the gauge field of the fundamental (and smeared) link admits a 4-dimensional
Fourier transform

qµ(x) =
1

L4

∑

p

eipxei a
2 pµ q̃µ(p) , −π

a
≤ pµ =

2π

L
nµ <

π

a
, (3.96)

where L is the toroidal extension of the space-time dimensions and the addi-
tional phase shift in direction µ̂ is due to the very definition of the gauge fields,
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which are supposed to live between neighbouring lattice points. Factorizing
the loop-sums over the spatial directions allows to express the gauge field in
time-momentum representation in terms of the full Fourier-transformed one,
i.e.

q0(x) =
1

L3

∑

p

eipx

[

1

L

∑

p0

eip0x0ei a
2 p0 q̃0(p)

]

=
1

L3

∑

p

eipxq̃0(x0;p) , (3.97)

qk(x) =
1

L3

∑

p

eipxei a
2 pk

[

1

L

∑

p0

eip0x0 q̃k(p)

]

=
1

L3

∑

p

eipxei a
2 pk q̃k(x0;p) .

(3.98)

By direct comparison, it follows

q̃0(x0;p) =
1

L

∑

p0

eip0x0ei a
2 p0 q̃0(p) ,

q̃k(x0;p) =
1

L

∑

p0

eip0x0 q̃k(p) . (3.99)

We now consider Eq. (3.93), i.e. the Feynman rules in momentum representa-

tion. Since we are interested in the static propagator, we first consider B
(3)
0 , for

which we get

B̃
(3)
0 (x0;p) =

1

L

∑

p0

eip0x0ei a
2 p0

[

f00(p)q̃0(p) +

3∑

k=1

f0k(p)q̃k(p)

]

, (3.100)

We then observe that

f00(p) = 1− α1

6

3∑

k=1

(a2p̂2
k)Ω0k(p) , (3.101)

Ω0k(p) = 1 + α2(1 + α3)−
α2

4
(1 + 2α3)(a

2p̂2
j + a2p̂2

l ) + (3.102)

+
α2α3

4
(a2p̂2

j )(a
2p̂2

l ) , (ĵ, l̂) ⊥ k̂ , (3.103)

f0k(p) =
α1

6
(ap̂0)(ap̂k)Ω0k(p) . (3.104)

The above equations show in particular that Ω0k and f00 depend only upon the
spatial components of the Fourier momentum. Therefore,

B̃
(3)
0 (x0;p) = f00(p)q̃0(x0;p) +

+
α1

6

3∑

k=1

(ap̂k)Ω0k(p)
1

L

∑

p0

eip0x0ei a
2 p0 (ap̂0)q̃k(p) + O(g0) .

(3.105)
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i µH(i) sH(i) h0;i(p)

0 0 0 1− α1

6

∑3
k=1 a

2p̂2
kΩ0k(p)

1,2,3 i 0 + iα1

6 ap̂iΩ0i(p)

4,5,6 i− 3 1 − iα1

6 ap̂µ(i)Ω0µ(i)(p)

Table 1: Feynman rules of the temporal HYP link in time-momentum represen-
tation

The second term on the right hand side of the previous equation can be easily
worked out,

1

L

∑

p0

eip0x0ei a
2 p0 (ap̂0)q̃k(p) =

1

L

∑

p0

eip0x0ei a
2 p0

1

i

[
ei a

2 p0 − e−i a
2 p0

]
q̃k(p) =

= − i

L3

∑

p0

eip0x0
[
eiap0 − 1

]
q̃k(p) = −ia∂0q̃k(x0,p) ,

(3.106)

and we finally obtain

B̃
(3)
0 (x0;p) = f00(p)q̃0(x0;p)− iα1

6

3∑

k=1

(ap̂k)Ω0k(p)∂0q̃k(x0;p) . (3.107)

A very compact way of writing the above Feynman rule is to introduce an
effective vertex and some auxiliary indices, as first pursued in [6], i.e.

B̃
(3)
0 (x0;p) =

6∑

i=0

h0;i(p)q̃µ(i)(x0 + as(i);p) . (3.108)

giving Table 1. A direct comparison of Table 1 and Table 4 of [13] shows
that the Feyman rules of the APE gauge link can be obtained from those of the
HYP link by just setting Ω0k = 1.
The result was checked by direct construction upon representing the HYP smear-
ing by F.Palombi as a lattice differential operator acting linearly on the funda-
mental gauge fields [22].

The H-matrices for the static quark introduced in the former section now
take a new form, similiar as those for the APE action given in [13]. A difference
consists in the projection of the HYP gauge links onto the SU(3) group. This
SU(3) projection is not uniquely defined and the resulting HYP link depends in
principle upon the chosen definition. Here we follow [13] and in concrete [22]:
if A denotes a generic 3× 3 complex matrix, its projection M is obtained via

M =
X

3
√

(detX)
, X =

A√
A†A

, (3.109)

where the matrix A is first unitarized, and then its determinant is rotated to one.
Another very popular definition, used for instance by the staggered community,
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goes through the maximization (minimization) of the real (imaginary) trace

T = Tr(M†A) . (3.110)

In this framework Weon-jong Lee has been able to prove two interesting the-
orems concerning the gauge field of the fat link, which allow for a substantial
simplication of the perturbative calculations at one-loop order [16]. Although
his proof is based on Eq. (3.110), these theorems are valid independently. A
proof of them based on Eq. (3.109) is indeed straightforward. To fix the nota-
tion, we define the gauge field of the fundamental link via

Uµ(x) = eag0qa
µ(x)T a

, (3.111)

where {T a}a=1...8 denotes an anti-hermitian representation of the Gell-Mann
matrices. The unprojected APE-blocked links of Eqs. (2.15,2.16,2.17) can be
written in the general form

Vµ(x) = + ag0
∑

ν;y

fµν(x, y)qν(y) + a2g2
0

∑

νρ;yz

hµνρ(x, y, z)qν(y)qρ(z) + O(g3
0) ,

(3.112)
with real vertices f, h depending on the level of the HYP smearing. It should be
observed that, since Vµ is not an SU(3) matrix, no gauge field can be associated
with it. Projecting the link according to Eq. (3.109) leads to

Vµ(x)
√

V †
µ (x)Vµ(x)

= + ag0
∑

ν;y

fµν(x, y)qν(y)

+
a2g2

0

2

∑

νρ;yz

hµνρ(x, y, z)[qν(y), qρ(z)]

+
a2g2

0

2

∑

νρ;yz

fµν(x, y)fµρ(x, z)qν(y)qρ(z)

+ O(g3
0) , (3.113)

and

det




Vµ(x)

√

V †
µ (x)Vµ(x)



 = 1 + O(g3
0) . (3.114)

Now, the projected link PSU(3)[Vµ(x)] is in SU(3) by construction. Consequently,
we are allowed to introduce a smeared gauge field

PSU(3)[Vµ(x)] = exp{ag0va
µ(x)T a} . (3.115)

As a remark we also note that, since the perturbative expansion of the staples
generates gauge fields at all orders in perturbation theory, Bµ cannot be assumed
to be linear in qµ, and will have to be perturbatively expanded in its turn, i.e.

vµ = v′µ + ag0v
′′
µ + O(g2

0) . (3.116)

Accordingly, Eq. (3.115) reads

PSU(3)[Vµ(x)] = + ag0v
′
µ + a2g2

0v
′′
µ +

a2g2
0

2
v′µv

′
µ + O(g3

0) . (3.117)
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Equating Eq. (3.117) and Eq. (3.113) order by order in the bare coupling allows
to express the smeared gauge field in terms of the unsmeared ones. In particular

O(g0
0) : 11 = 11, (3.118)

O(g1
0) : v′µ =

∑

ν;y

fµν(x, y)qν(y) , (3.119)

O(g2
0) : v′′µ =

1

2

∑

νρ;yz

hµνρ(x, y, z)[qν(y), qρ(z)] . (3.120)

Eqs. (3.119,3.120) correspond precisely to Theorems 1 and 2 of [16].
To summarize, Eqs. (3.119,3.120) tell us that if we stay at one-loop order in

perturbation theory and the background field is switched off, the smeared gauge
field can be taken as a linear function of the unsmeared ones. It is worth noting
that the tadpole diagrams associated with Eq. (3.120) do not contribute to any
one-loop perturbative calculation without background field, although they are
O(g2

0). Indeed
[T a, T b] = −fabcT c (3.121)

is antisymmetric in a↔ b, while the Wick contraction 〈qaqb〉 is symmetric mak-
ing the product of both factors vanish. The vanishing of the above-mentioned
tadpole contributions is not anymore true in presence of a background field,
where perturbation theory is expected to be more involved. The effect of the
SU(3) projection can be disregarded in the linear term, and non-linear contri-
butions should be discarded when deriving the Feynman rules of the HYP link.
Eqs. (3.119) then leads to the first contribution of the new H-Matrix

H
(1)
h (x,p) = − a

L3

∑

k

T−a∑

u0=a

6∑

i=1

ei(k+p)xΘ(x0 − u0)

× h0;i(p)q̃a
µ(i)(u0 − a+ asH(i);k)T aP+ (3.122)

containing the vertices h0;i(p) and shifts from Table 1.
One should avoid the conclusion that tadpoles do not contribute at all, because
terms such as v′µ(x)v′µ(x) have to be always considered leading to the tadpole
contribution of the H-Matrix

H
(2)
h (x,p) =

a2

2L6

∑

k,q

T−a∑

u0=a

6∑

i,j=1

ei(k+q+p)xΘ(x0 − u0)

× h0;j(p)q̃a
µ(j)(u0 − a+ asH(j);k)h0;i(p)q̃b

µ(i)(u0 − a+ asH(i);q)T aT bP+

(3.123)

Knowing the expansion of the new H-Matrix, the deduction of the Feynman
rules is straightforward from the basic Eq. (3.49). The only new ingredients
are the additional HYP vertices for the static fermion and in the induced HYP
shifts repectively. To make the notation clearer, shifts induced by the HYP
action appear as sH(i) whereas shifts caused by the three-point gluon vertex
(which is part of M i

l (x0, u0,p,k)) come as t(i). In the gluon index, the values
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µH(i) come from the HYP action, µ(i) from the three-point gluon vertex. The
formulae for fstat

A with HYP thus read

fstat
A,ss−a(x0,p) = NCF

a2

2L3

∑

k

x0∑

u0=1

u0−1∑

v0=1

6∑

i,j=0

dµH(i)µH(j)(u0 − 1 + sH(i), v0 − 1 + sH(j),k)

(3.124)

× tr
[
χ1(x0;p)†γ0P+

]

fstat
A,ss−b(x0,p) = NCF

a2

2L3

∑

k

T−a∑

u0,v0=a

16∑

i,j=1

dµ(i)µ(j)(u0 + at(i), v0 + at(j);k)

(3.125)

× tr
[

Mij
l (x0,u0, v0;p,k)†γ0P+

]

fstat
A,tp−a(x0,p) = NCF

a2

4L3

∑

k

x0∑

u0=1

6∑

i,j=0

dµH(i)µH(j)(u0 − 1 + sH(i), u0 − 1 + sH(j),k)

(3.126)

× h0;i(k)h0;j(−k) tr
{
χl(x0, 0

¯
)†γ0P+

}

fstat
A,tp−b(x0,p) = −NCF

a2

2L3

∑

k

T−a∑

u0=a

5∑

i=1

dµ(i)µ(j)(u0 + at(i), u0 + at(i);k)

(3.127)

× tr
[
Ni

l(x0,u0;p,k)†γ0P+

]

Also for the gluon exchange, one has to take into account additional vertices for
the quark propagator when switching to the HYP action. Shifts are therefore
induced by the HYP action at the heavy side for the gluon emission (absorption)
and, included in M i

l (x0, u0,p,k), by the three-point gluon vertex at the light
side for the gluon absorption (emission). This yields:

fstat
A,ge(x0,p) = −NCF

a2

2L3

∑

k

T−1∑

u0=1

x0∑

v0=1

16∑

i=1

6∑

j=0

dµH(j)µ(i)(u0 + t(i), v0 − 1 + sH(j),k)

(3.128)

h0;j(k)tr
{
Mi

l(x0,u0,p,k)γ0P+

}

The principle carries over to the computation of fstat
1 for the HYP action. In

detail, one gets:
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fstat
1,ss−a(p,q) = −NCF

a2

2L3
δpq

∑

k

T−a∑

u0=a

u0−a∑

v0=a

6∑

i,j=1

d00(u0 − a+ sH(i), v0 − a+ sH(j);k)

(3.129)

× h0;i(k)h0;j(−k) tr
[
χ1(T − a;p)†P+

]

fstat
1,ss−c(p,q) = −NCF

a2

2L3
δpq

∑

k

T−a∑

u0=a

6∑

i,j=1

d00(T − a, u0 − a;k) (3.130)

× h0;i(k)h0;j(−k) tr
[
χ1(T − a;p)†P+

]

fstat
1,ss−b(p,q) = −NCF

a2

2L3
δpq

∑

k

T−a∑

u0,v0=a

16∑

i,j=1

dµ(i)µ(j)(u0 + at(i), v0 + at(j);k)

(3.131)

× tr
[

Mij
l (T− a,u0, v0,p,k)†P+

]

fstat
1,ss−d(p,q) = −NCF

a2

2L3
δpq

∑

k

T−a∑

u0=a

16∑

i=1

dµ(i)0(u0 + at(i), T − a;k) (3.132)

× tr
[
Mi

l(T− a,u0,p,k)†P+

]

(3.133)

fstat
1,tp−a(p,q) = −NCF

a2

4L3
δpq

∑

k

T−a∑

u0=a

6∑

i,j=1

dµH(i)µH(j)(u0 − a+ sH(i), u0 − a+ sH(j);k)

(3.134)

× h0;i(k)h0;j(−k) tr
[
χ1(T − a;p)†P+

]

fstat
1,tp−c(p,q) = −NCF

a2

4L3
δpq

∑

k

6∑

i,j=1

dµH(i)µH(j)(T − a, T − a;k) (3.135)

× h0;i(k)h0;j(−k) tr
[
χ1(T − a;p)†P+

]

fstat
1,tp−b(p,q) = −NCF

a2

2L3
δpq

∑

k

T−a∑

u0=a

5∑

i=1

dµ(i)µ(i)(u0 + at(i), u0 + at(i);k)

(3.136)

× tr
[
Ni

l(T− a,u0,p,k)†P+

]

fstat
1,tp−d(p,q) = −NCF

a2

4L3
δpq

∑

k

d00(T − a, T − a;k) (3.137)

× tr
[
Ni

l(T− a,p)†P+

]

(3.138)
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fstat
1,ge−a(p,q) = NCF

a2

2L3
δpq

∑

k

T−a∑

u0=a

T−a∑

v0=a

16∑

i=1

6∑

j=1

dµH(j)µ(i)(u0 + at(i), v0 − a+ s(j);k)

(3.139)

× h0;j tr
[
Mi

1(T− a,u0,p,k)†P+

]

fstat
1,ge−c(p,q) = NCF

a2

2L3
δpq

∑

k

T−a∑

u0=a

16∑

i=1

6∑

j=1

dµH(j)µ(i)(u0 + at(i), T − a+ sH(j);k)

(3.140)

× h0;j h0;jtr
[
Mi

1(T− a,u0,p,k)†P+

]

fstat
1,ge−b(p,q) = NCF

a2

2L3
δpq

∑

k

T−a∑

u0=a

6∑

j=1

d0µH(j)(T − a, u0 − a+ sH(j);k)

(3.141)

× h0;j tr
[
χl(T− a,p)†P+

]

fstat
1,ge−d(p,q) = NCF

a2

2L3
δpq

∑

k

6∑

j=1

d0µH(j)(T − a, T − a+ sH(j);k)h0;jtr
[
χl(T− a,p)†P+

]

(3.142)
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3.7 Extension to spatial HYP links

In this subsection the spatial HYP inks are treated, i.e. a vertex table is given

for the relation between the fields B̃
(3)
k (x0;p) and q̃µ(x0;p). Of course, the

result does not affect the static-light current. The spatial links have to be taken
into account when applying the HYP smearing to the light quark. e.g. to
compute the light-light current with HYP smearing. Obviously, the situation
then becomes a bit more involved because beside the shifts which are induced
by the three-point quark-gluon vertex (see Table 7), additional shifts arising
from the spatial HYP vertex appear (see Table 2).
We start from Eq. (3.93) and write it as

B̃
(3)
k (p) = fk0(p)q̃0(p) +

∑

η 6=0,k

fkη(p)q̃η(p) + fkk(p)q̃k(p) + O(g0) . (3.143)

Contributions on the right hand side can be worked out separately using inverse
Fourier transformation. A bit algebra leads to the expressions

B̃
(3;1)
k (x0;p) ≡ 1

L

∑

p0

eip0x0fk0(p)q̃0(p) =

= −iα1

6
(ap̂k)Ωk0(p)a∂∗0 q̃0(x0;p) , (3.144)

B̃
(3;2)
k (x0;p) ≡ 1

L

∑

p0

eip0x0

∑

η 6=0,k

fkη(p)q̃η(p) =

= (ap̂k)
∑

η 6=0,k

[

∆
(s)
kη (p) + ∆

(t)
kη (p)a2∂∗0∂0

]

q̃η(x0;p) , (3.145)

B̃
(3;3)
k (x0;p) ≡ 1

L

∑

p0

eip0x0fkk(p)q̃k(p) =

=

{

1 +
α1

6
Ωk0(p)a2∂∗0∂0−

−
∑

η 6=0,k

(ap̂η)
[

∆
(s)
kη (p) + ∆

(t)
kη (p)a2∂∗0∂0

]}

q̃k(x0;p) , (3.146)

where we have introduced the symbols

∆
(s)
kη (p) =

α1

6
(ap̂η)Ω

(s)
kη (p) , (3.147)

∆
(t)
kη (p) =

α1

6
(ap̂η)

[α2

4
(1 + 2α3)−

α2α3

4
(a2p̂2

l;kη)
]

(3.148)

with

Ω
(s)
kη (p) = 1 + α2(1 + α3)−

α2

4
(1 + 2α3)(a

2p̂2
l;kη) . (3.149)

(3.150)
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i µ(i) s(i) Vk;i(p)

0 0 0 −iα1

6 p̂kΩk0(p)

1 0 -1 +iα1

6 p̂kΩk0(p)

2 k 0 1− α1

3 Ωk0(p) +
∑

η 6=0,k ap̂η [2∆
(t)
kη (p)−∆

(s)
kη (p)]

3 k 1 α1

6 Ωk0(p)−∑

η 6=0,k ap̂η∆
(t)
kη (p)

4 k -1 α1

6 Ωk0(p)−∑

η 6=0,k ap̂η∆
(t)
kη (p)

5 η; 0k 0 ap̂k[∆
(s)
kη (p)− 2∆

(t)
kη (p)]

6 η; 0k -1 ap̂k∆
(t)
kη (p)

7 η; 0k 1 ap̂k∆
(t)
kη (p)

Table 2: Feynman rules of the spatial HYP link in time-momentum representa-
tion.

Eqs.(3.144)-(3.146) can be written in the compact form

B̃
(3)
k (x0;p) =

7∑

i=0

Vk;i(p)q̃µ(i)(x0 + as(i);p) . (3.151)

where the vertex Vk;i(p) and the auxiliary indices µ, s are collected in Table 2.
A detailed derivation of above relations, especially the inverse Fourier transfor-
mation of the involved terms, can be found in Appendix A.5.
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4 Determination of c
stat
A

for the static-light case

4.1 Theoretical Setup

Once f stat
1 and f stat

A are known for different lattice sizes, the improvement coef-
ficient cstatA can be determined by following the procedure described in [1]. The
method shall be skteched a bit more in detail in the following.
First, the parameter mq is introduced which denotes the bare subtracted mass
of the light quark, which, however, in our treatment is zero for the light quark :

mq = m0 −mc (4.1)

⇒ m0 = mc for mq = 0

The meaning of above equation can be interpreted as follows: Due to the fact
that chiral symmetry is broken on the lattice, the bare quark mass is not equal
to zero for a vanishing physical quark mass. Therefore, the critical mass mc has
to be introduced which shifts the equality of light quark mass and bare mass
for a specific amount. Different definitions are possible for the critical mass
mc differing by O(a2) terms. For the following calculation, the critical mass is
obtained by requiring the PCAC mass (see Eq. (2.10)) to be zero which results
in the physical quark mass being zero up to O(a2) effects.
O(a) improvement now means the cancellation of the diverging self energy

δm by a counterterm. δm leads to an exponential factor even in the renormalized
correlation functions

(f stat
A )R(

T

2
) ∝ e−δm T

2 (4.2)

(f stat
1 )R ∝ e−δmT (4.3)

Now the ratio

X(g0,
L

a
,
T

L
,Θ) =

f stat
A

√

f stat
1

(4.4)

can be defined in which δm cancels. In X, also the wave function renormalisation
constants of the boundary fermion fields cancel so that the renormalised ratio
XR in the SF for the vanishing light quark mass can be written as

XR = Zstat
A (1 + bstatA amq)X (4.5)

= Zstat
A X for mq = 0

Zstat
A is the axial current renormalisation constant (see Eq. (2.50)) which is

the only renormalisation which has to be taken into account. As we set the
light quark mass to zero, neither mass renormalisation nor mass dependent
improvement terms will arise. The renormalisation of the coupling constant
enters only at tree level into our calculations with Zg = 1 as we expand our
correlation functions in one-loop pertubation theory to contributions up to order
g2
0 . However, a mass shift has to be considered due to the non-vanishing critical

mass. If we bring above relations onto the lattice, a divergency proportional to
ln( a

L ) arises. This divergency can be cancelled by a so called minimal subtraction
scheme which we will use as a possible renormalisation scheme in the following
way: We require the coefficients of the renormalisation constant Zstat

A,lat to be
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polynomials in ln(aµ) without constant parts at each order of pertubation theory
at a fixed renormalisation scale chosen to µ = 1

L . Doing so, we end up with the
minimal sutracted ratio

Xlat = Zstat
A,latX (4.6)

and its coefficients

Xlat
(0) = X(0) (4.7)

Xlat
(1) = X(1) − 1

4π2
ln(

a

L
)X(0)

with

X(0) = XI |g0=0 (4.8)

=
f stat

A

(0)

√

f stat
1

(0)

and

X(1) =
∂

∂g2
0

XI |g0=0 (4.9)

=
( f stat

A

(1)

√

f stat
A

(0)
− 1

2

f stat
1

(1)

√

f stat
1

(0)

)
X(0)

Complete O(a) improvement of the correlation function f stat
A is achieved by

adding a local counterterm cstatA f stat
δA (T

2 ). This leads to the improved ratio

XI(g0,
L

a
,
T

L
,Θ) =

f stat
A (T

2 ) + acstatA f stat
δA (T

2 )
√

f stat
1

(4.10)

In order to ectract cstatA , XI can now be expanded in terms of g2
0 :

XI = X
(0)
I + g2

0X
(1)
I +O(g4

0) (4.11)

= XI |g0=0 + g2
0

∂

∂g2
0

XI |g0=0

which leads to

X
(0)
I = XI |g0=0 (4.12)

=
f stat

A

(0)

√

f stat
1

(0)

X
(1)
I =

∂

∂g2
0

XI |g2
0=0 (4.13)

=

f stat
A

(1)
(T

2 )

√

f stat
1

(0) − 1
2

fstat
A

(0)
( T

2 )

fstat
1

(0)
3
2
f stat

1

(1)
+

acstat
A

(1)
fstat

δA
(0)

(
T
2 )

√

f stat
1

(0)
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Above result is obtained by expanding all contained expressions as

f stat
A (

T

2
) = f stat

A

(0)
(
T

2
) + g2

0f
stat
A

(1)
(
T

2
) +O(g4

0) (4.14)

as well as
f stat

1 = f stat
1

(0)
+ g2

0f
stat
1

(1)
+O(g4

0) (4.15)

and

cstatA f stat
δA = g2

0c
stat
A

(1)
(f stat

δA

(0)
+ g2

0f
stat(1)

δA ) +O(g4
0) (4.16)

= g2
0c

stat
A

(1)
fstat(0)

δA +O(g4
0)

.
The improved minimal subtracted ratio is complete analogue to the non-improved
ratio Xlat:

XI,lat = Zstat
A,latXI (4.17)

with its coefficients

XI,lat
(0) = X

(0)
I (4.18)

XI,lat
(1) = X

(1)
I − γ0ln(

a

L
)X

(0)
I

Now, Eq. (4.13) is considered anew and decomposed into a volume and a bound-
ary part where the boundary part is proportional to (c̃t − 1) and vanishes for
c̃t = 1. Knowing that c̃t

(0) = 1, one gets

X
(1)
I (

L

a
) = X(1)(

L

a
)|c̃t=1 + c̃t

(1)aX
(0)
b (

L

a
) + cstatA

(1)
aXδA

(0) +O(a2) (4.19)

The aim is now to make the O(a) part of X
(1)
I (L

a ) vanish for a→ 0 by the right
choice of cstatA .

In order to do so, on has to consider the right-hand terms separately. X
(0)
b (L

a )

and XδA
(0) are finite values as no renormalisation is necessary at tree level. A

divergency of X
(1)
I (L

a ) comes from the term X(1)(L
a )|c̃t=1. Therefore, we adopt

the renormalisation of X(1) and consider the O(a) part of Xlat
(1) which is not

obvious at first sight. But expanding Xlat
(1) as

Xlat
(1) = α+

a

L
β +O(

a2

L2
) , (4.20)

one can extract its O(a) part β by applying the lattice derivatives

∂LXlat(
L

a
) =

X(L+a
a )−X(L

a )

a
(4.21)

and

∂∗LXlat(
L

a
) =

X(L
a )−X(L−a

a )

a
(4.22)
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to Xlat
(1). This gives

(∂L + ∂∗L)Xlat
(1)(

L

a
) =

1

a

(
Xlat

(1)(
L+ a

a
)−Xlat

(1)(
L− a
a

)
)

(4.23)

=
1

a

(
α+

a

L+ a
β − α− a

L− aβ +O(
a2

L2
)
)

= β(
1

L+ a
− 1

L− a ) +O(
a2

L2
)

=
β

L

−2 a
L

1− a2

L2

+O(
a2

L2
)

= −2
a

L2
β +O(

a2

L2
)

implicating for the O(a) part of the Xlat
(1) volume term

β|c̃t=1 = lim
a
L
→0
−L

2

2a
(∂L + ∂∗L)Xlat(

L

a
)|c̃t=1 (4.24)

This yields the final expression for the improvement coefficient from equation(4.19)

cstatA

(1)
=
lim a

L
→0

L2

2a (∂ + ∂∗)Xlat
(1)(L

a )|c̃t=1 − lim a
L
→0 c̃t

(1)LX
(1)
b (L

a )

lim a
L
→0 LXδA

(0)(L
a )

(4.25)

4.2 Data analysis and Continuum limes

Now the one-loop Feynman diagrams of the boundary term LX
(1)
b and the

improvement counterterm LXδA
(0) can be fitted6 against a general expansion [2]

f(
a

L
) =

∞∑

m=0

l∑

n=0

(
a

L
)m(ln(

a

L
))n (4.26)

with l being the loop order. In our case we truncate at

f(
a

L
) = α1 + α2

a

L
+ α3

a

L
ln(

a

L
) + α4(

a

L
)2 (4.27)

because the higher terms do not yield any improvement at the given number of
points which was checked exemplary for the HYP2 action. The resulting dia-
grams for boundary and improvement term are sketched for the HYP1 action at
Θ = 0.5 in the figures 25 and 26. The asympotic expansion of the counterterm
and the boundary term are perfectly known as both terms have been computed
analytically for each lattice size. This reduces the systematic effects arising from
lattice artefacts which shall be neglected in the following computations. 7

6All Least square fits have been done in a numerical stable way by a Singular Value
Decomposition (SVD)

7However, one can apply methods for removing cutoff effects [17] which are not considered
here.
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Figure 25: Boundary Term for the HYP1 action at Θ = 0.5
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Figure 26: Counterterm for the HYP1 action at Θ = 0.5

Building the continuum limes, the contribution α1 will survive, so that:

lim
a
L
→0

LX
(1)
b = α1,LXb

lim
a
L
→0

LXδA
(0) = α1,LXδA

(0) (4.28)
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Action cstatA

(1)

EH -0.0833(2)

HYP1 0.0025(3)

HYP2 0.0516(3)

Table 3: Simulation Results for cstatA

(1)

In Table 9 in Appendix C, the results for boundary and improvement term for

the different actions are given. Those numerical values are used for the cstatA

(1)

fits.
The values for cstatA

(1)
are now determined for Θ = 0.5 and Θ = 1.0, first

separately. As it is a priori not clear how much the higher terms affect the
inaccuracy of the fit, this is done by taking into consideration a variable number
of values. For T

a = L
a = 48 and ∆T

a = ∆L
a = 2, one starts with the first four

values ( a
L < 1

38 ) up to all available values ( a
L < 1

4 ) and determines the respective
average value of cstatA ( a

L ) and the goodness of the fit (χ2( a
L )). The result is given

in the tables 10 to 12 in Appendix C. All values with χ2( a
L ) < 10(−11) are then

taken into account to compute the average value. The so obtained values for
Θ = 0.5 and Θ = 1.0 and then averaged anew as

cstatA

(1)
=

1

2
(cstatA

(1)

Θ=0.5 + cstatA

(1)

Θ=1.0) (4.29)

The error is estimated by the deviation of the fits

σges = |cstatA

(1)

Θ=0.5 − cstatA

(1)

Θ=1.0| (4.30)

The results are collected in Table 3.
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Figure 27: cstatA
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for the EH action at Θ ∈ [0.5, 1.0]
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for the HYP1 action at Θ ∈ [0.5, 1.0]

50



0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
0.04

0.05

0.06

0.07

0.08

0.09

0.1

a/L

c Ast
at

(1
)

c
A
stat(1) for the HYP2 action

Theta=0.5

Theta=1.0

Figure 29: cstatA

(1)
for the HYP2 action at Θ ∈ [0.5, 1.0]

51



5 The static self-energy

5.1 Computation of the self-energy

The static self-energy can be used as a check of the obtained Feynman diagrams,
i.e. the one-loop diagrams of a correlator can be used to extract the one-loop
coefficient of the static self-energy and compare it with known results [11].

Let us first consider the correlation functions f stat
A (x0) and f stat

1 . They are
expected to fulfil the properties

f stat
A (x0) ∝ e−Estatx0 (5.1)

f stat
1 ∝ e−Estat T (5.2)

where Estat is the binding energy of the static-light system. It diverges approx-
imately linearly in the lattice spacing [13] as

Estat ∝ Eself +O(a0) (5.3)

Eself may then be expanded in pertubation theory as

Eself = Estat
(1)g2

0 +O(g4
0) with (5.4)

Estat
(1) =

1

a
e(1) +O(a0) . (5.5)

The 1
a dependence appears in terms of a L

a dependence in the SF. It is important

to understand that the self-energy and thus the coefficient e(1), which represents
an ultraviolet property of the static action, depends only on the action. For
HYP1 and HYP2, e(1) has been computed in [10] and appears as r(1) in Table 1
of [13] for different actions. The different notation is caused by the fact that in
smearing procedures without SU(3) projections (like APE), r(1) does not equal
e(1).
The self energy does neither depend on the correlator used to determine it nor
on the imposed boundary conditions. We are going to use f stat

1 and sum up
the one-loop diagrams of f stat

1 where the light quark is kept at tree-level and
normalise them against the tree level value of f stat

1 :

f
stat(1)
1, self

f
stat(0)
1

= (f stat
1

(0)
)−1

[
fstat
1,ss−a + fstat

1,ss−c + fstat
1,tp−a + fstat

1,tp−c

]
(5.6)

Taking into account Eq. (5.5), we will have to determine

e(1) = − lim
a
T
→0

{

a

T

f
stat(1)
1, self

f
stat(0)
1

}

(5.7)

e(1) is the assumed to have the structure

e(1) =

∞∑

m=0

l∑

n=0

(
a

T
)m(ln(

a

T
))n (5.8)

with l being the loop order. Here, we truncate at m = 2 and, by performing
the fitting procedure with values T ∈ [4, 48] in Eq. (5.7), obtain the results in
Table 4.

The results are in good agreement with Table 1 in [13], the difference amounts
less than 0.3%.
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Action e(1)

EH 0.168502(1)

HYP1 0.048631(1)

HYP2 0.035559(1)

Table 4: Simulation results for the self energy extracted from the one-loop order
expansion of f stat

1

5.2 Minimisation of the self-energy

The coefficient e(1) has a functional dependence on the HYP smearing parame-
ters, namely

e(1) =

2∑

k1,k2,k3=0

e
(1)
k1k2k3

αk1
1 α

k2
2 α

k3
3 (5.9)

The coefficients e
(1)
k1k2k3

can be determined analytically from the Feynman dia-
grams for f stat

1 as shown below. The static self-energy is a multivariate poly-
nomial of (α1, α2, α3) whose structure is triangular, i.e. only the coefficients
fulfilling 0 ≤ k3 ≤ k2 ≤ k1 ≤ 2 are non-zero. This is an obvious consequence of
how the the HYP link is constructed.

Expanding f stat
1 at one-loop order of pertubation theory allows to write the

coefficient e(1), see Eq. (5.7), as

e(1) = − lim
a/L→0

CF
a

L4

∑

p

a2
T∑

u0=a

u0∑

v0=a

b(u0, v0)
6∑

i,j=0

δµ(i)µ(j)V0;i(p)V0;j(−p) ×

× dµ(i)µ(j)(u0 − a+ as(i), v0 − a+ as(j);p) =

≡ − lim
a/L→0

CF
1

L3

∑

p

a2
T∑

u0=a

u0∑

v0=a

b(u0, v0)V(u0, v0,p) , (5.10)

where dµν(x0, y0,p) denotes the gluon propagator in time-momentum represen-
tation. The weight-coefficient b(u0, v0) is given by

b(u0, v0) =

{

1/2 u0 = v0 ,

1 otherwise ,
(5.11)

and the interaction blob

V(u0, v0,p) =

6∑

i,j=0

δµ(i)µ(j)V0;i(p)V0;j(−p)dµ(i)µ(j)(u0−a+as(i), v0−a+as(j);p)

(5.12)
denotes a HYP gluon propagating on the lattice from time u0 to time v0 with
spatial momentum p. The above expression can be simplified by using spatial
rotational invariance, i.e. d11 = d22 = d33 and dij = 0 if i 6= j. Accordingly, the
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vertex reads

V(u0, v0,p) = |V0;0(p)|2d00(u0 − a, v0 − a;p) +

+
[
|V0;1(p)|2 + |V0;2(p)|2 + |V0;3(p)|2

]
×

× [dkk(u0 − a, v0 − a;p) + dkk(u0, v0;p) −

− dkk(u0, v0 − a;p)− dkk(u0 − a, v0;p)] . (5.13)

From Eq. (5.13), we conclude that the HYP vertex V0;j(p) enters the coefficient
e(1) only in the rotationally symmetric combinations

ht(p) = |V0;0(p)|2 ,

hs(p) = |V0;1(p)|2 + |V0;2(p)|2 + |V0;3(p)|2 . (5.14)

These quantities are multivariate polynomials of the HYP smearing parameters,
i.e.

ht,s(p) =

2∑

k1k2k3=0

wk1k2k3
t,s (p)αk1

1 α
k2
2 α

k3
3 , wk1k2k3

t,s =
1

k1!k2!k3!

∂k1+k2+k3ht,s

∂αk1
1 ∂α

k2
2 ∂α

k3
3

.

(5.15)
The coefficients wk1k2k3

t,s have been written according to the Taylor expansion in
several variables. They can be algebraically evaluated, the non-vanishing ones
are collected in Appendix A.7.

Upon inserting Eq. (5.15) into Eq. (5.13) and Eq. (5.13) into Eq. (5.10), the
final result represented by Eq. (5.9) is obtained with coefficients

e
(1)
k1k2k3

= lim
a/L→0

CF
a

L4

∑

p

a2
T∑

u0=a

u0∑

v0=a

b(u0, v0) ×

×
{

wk1k2k3
t (p)dt(u0 − a, v0 − a;p) +

}

+ wk1k2k3
s (p) [ds(u0 − a, v0 − a;p) + ds(u0, v0;p) −

−ds(u0, v0 − a;p)− ds(u0 − a, v0;p)]} . (5.16)

The coefficients e
(1)
k1k2k3

can be found in Table 58.

A check of the obtained results can be performed by extracting the static self
energy from the one-loop expansion of the static potential [11]. The respective
integrals (see Appendix A.6, Eq. (A.77)) have been computed in Mathematica
9 and lead to the coefficients in Table 6. They confirm he results won by the
pertubative expansion of f stat

1 .

8Thanks to F.Palombi for computing Table 5
9Thanks to R.Hoffman for sharing his program code with us, whereby the numerical pre-

cision of the provided code was improved to 3 ∗ 108 iteration steps to obtain a significant
check
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[i, j, k] e
(1)
ijk

[0, 0, 0] 0.168487(1)

[1, 0, 0] −0.222222(1)

[1, 1, 0] −0.041164(1)

[1, 1, 1] −0.015484(1)

[2, 0, 0] 0.111111(1)

[2, 2, 0] 0.023521(1)

[2, 2, 1] −0.002620(1)

[2, 2, 2] 0.019055(1)

Table 5: Coefficients of the static
self-energy at one-loop order of PT
extracted from f stat

1 .

[i, j, k] e
(1)
ijk

[0, 0, 0] 0.16848(1)

[1, 0, 0] −0.222222(1)

[1, 1, 0] −0.041164(1)

[1, 1, 1] −0.015484(1)

[2, 0, 0] 0.111111(1)

[2, 2, 0] 0.023521(1)

[2, 2, 1] −0.002620(1)

[2, 2, 2] 0.019055(1)

Table 6: Coefficients of the static
self-energy extracted from the one-
loop expansion of the static poten-
tial.

Once the dependence of the self energy from the smearing parameters is
known, the global minimum can be determined, e.g. by a short MATLAB
routine. The result is

~α∗ = (α∗
1, , α

∗
2, α

∗
3) (5.17)

= (1.0000, 0.9011, 0.5196) with

e(1)(~α∗) = 0.03520(1) (5.18)

A 3D plot for e(1)(~α) at α1 = 1 can be found in Figure 30.

Remarkably, the choice of the parameters minimising the self-energy is close
to HYP2 which has been won by non-pertubative considerations [13]. One can
therefore conclude that the self energy is dominated by pertubation theory as
intuitively expected. A pertubative comparison between Eq. (5.18) and HYP2
is also possible. For HYP2, one finds the value e(1)(~αHY P2) = 0.03544(1) which
is slightly higher than the reuslt in Table 1 of [13] and differs bei 0.7% of the
pertubative minimum.
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6 Conclusion

In this thesis, the O(a) improvement of the static-light axial current with light
Wilson fermions and static fermions with smeared actions was studied at one-
loop order in PT. The hypercubic smearing (HYP) with different smearing pa-
rameters was applied to the static fermion. Hereby, the initial situation was
the existence of estimated values given by hybrid methods for the effective one-

loop improvement coefficient cstatA

(1)
[13]. The one-loop coefficient cstatA

(1)
was

determined by using the methodology of the Schrödinger functional.

In this framework, the fermionic correlation functions for light fermions in
the SF were reproduced in detail and computed explicitly for the static fermion.
The Feynman rules for the correlators f stat

A and f stat
1 in time-momentum rep-

resentation, which play a role for computing cstatA

(1)
, were presented in the SF.

This was done at one-loop order in PT without and with HYP smearing whereby
the Feynman rules of the HYP link in time-momentum representation in the SF
werde derived by inverse Fourier transformation of known results on the full
torus. This method also yields the vertex for the spatial HYP link in time-
momentum representation which was computed in detail and may become im-
portant for simulating HYP smeared relativistic fermions. In this context, the-
oretical considerations have shown that the smeared gauge field can be taken
as a linear function of the unsmeared one at one-loop order in PT without
background field.

Based on an existing C + + program package10, the Feynman diagrams could
be calculated and extended to the HYP action. A MATLAB progam was devel-

oped to extract cstatA

(1)
from the diagrams. The known one-loop value for the

EH action could be reproduced. For the HYP action, the one-loop coefficients
compared with the effective values won by the hybrid method show the presence
of non-negligible O(g4

0) effects.

Based on the Feynman diagrams for f stat
1 , the static self-energy was com-

puted and agreed with the value of the static self-energy which previously had
been computed at one-loop order in PT on the full torus [11]. The self-energy,
which diverges in the continuum limit, could be minimised by evaluating its min-
imal value w.r.t. the HYP smearing parameters. The minimum was identified
to be in the vicinity of the HYP2 action whose value is based on non-pertubative
estimations. This is interpreted as the self-energy being dominated by pertuba-
tion theory.

The results of this thesis are published in [22]. They are inputs for high
precision lattice computations of B-meson transition amplitudes which play a
role in tests of the Standard Model and discovery of new physics [23].

10Many thanks to F.Palombi for providing his code
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A Appendix

A.1 Definitions

A.1.1 Euclidean field theory

We use lower greek indices for space-time coordinates and lower Latin indices
for pure spatial coordinates. The Euclidean QCD emerges by a Wick rotation
from the Minkowski metric, i.e. we perform the substitutions

xE
0 = −ix4 (A.1)

pE
0 = ip4 (A.2)

The Euclidean gamma matrices are obtained by

γE
4 = γ0 (A.3)

γE
j = −iγj , j ∈ [1, 2, 3] (A.4)

γE
5 = γE

0 γ
E
1 γ

E
2 γ

E
3 (A.5)

which leads to
{
γE

µ , γ
E
ν

}
= 2δµν (A.6)

and

γE
5 = γE†

5 (A.7)

(γE
5 )2 = 11 (A.8)

We define the hermitian matrices

σE
µν =

i

2

[
γE

µ , γ
E
ν

]
(A.9)

The upper index E is omitted in this work. Unless otherwise specified, Wick
rotated quantities are used.

A.1.2 Euclidean space-time lattice

We introduce an isotropic lattice with finite extent L, volume V = L4 and pe-
riodic boundary conditions (PBC). The coordinates and momenta are obtained
by

xi = ani (A.10)

pi =
2π

La
li (A.11)

with some integer values ni, li ∈ [0, L − 1]. The lattice distance a has the
dimension of an inverse mass. We define the Fourier transformation by

Ψ̃(p) =
∑

x

a4eipxΨ(x) (A.12)

Ψ(x) =
1

a4V

∑

x

e−ipxΨ̃(p) (A.13)
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In the limit to an inifinite extent, we obtain the continious momentum spectrum.
The ordinary lattice derivatives are given by

∂µf(x) =
1

a
[f(x+ aµ̂)− f(x)] (A.14)

∂∗µf(x) =
1

a
[f(x)− f(x− aµ̂)]

with µ̂ being the unit vector in direction µ. Imposing PBC is equivalent to

Ψ(x+ Lµ̂) = eiΘµΨ(x) (A.15)

Ψ(x+ Lµ̂) = Ψ(x)e−iΘµ (A.16)

In the SF, PBC are only applied to the spatial coordinates, i.e. Θ0 = 0. With

λµ = eiaΘµ/L, −π < Θµ ≤ π , (A.17)

we define covariant lattice derivatives by

∇µΨ(x) =
1

a
[λµUµ(x)Ψ(x+ aµ̂)−Ψ(x)] (A.18)

∇∗
µΨ(x) =

1

a
[Ψ(x)− λ−1

µ Uµ(x− aµ̂)−1Ψ(x− aµ̂)] (A.19)

Ψ(x)
←−∇µ =

1

a
[Ψ(x+ aµ)Uµ(x)−1λ−1

µ −Ψ(x)] (A.20)

Ψ(x)
←−∇∗

µ =
1

a
[Ψ(x)−Ψ(x− aµ)Uµ(x− aµ)λµ] (A.21)

For an inifinite lattice, it holds λµ = 11.
The gauge links are elements of the SU(3) group with

Uµ(x) = eiag0Aµ(x+aµ/2) (A.22)

= 1 + iag0Aµ(x+ aµ/2) +O(a2)

It holds

U−µ(x) = Uµ†(x− aµ) (A.23)

The vector fields Aµ can be expanded from the Gell-Mann matrices λa with reel
phases ζa as

Aµ(x+ aµ/2) =
8∑

a=1

ζa(x+ aµ/2)
λa

2
(A.24)
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A.2 Basic light correlation functions

Recall that

lnZf = lnZf |ρ′..η=0−SF,impr

[
U,Ψcl,Ψcl

]
+(η̄,Ψcl)+(Ψcl, η)+(η̄, (D+m)−1η)

Here, the scalar product (η̄,Ψ) is defined by

(η̄,Ψ) = a4
∑

0<x0<T

∑

x

η̄(x)Ψ(x)

giving an explicit expression for

(η̄, (D +m)−1η) = a8
∑

0<x0,y0<T

∑

x,y

η̄(x)S(x, y)η(y)

This allows us to compute the basic light two-point functions in the SF including
gauge fields as

[Ψ(x)Ψ(y)]F =
δ

δη̄(x)
(− δ

δη(y)
)e−SF,impr[U,Ψcl,Ψcl]+(η̄,Ψcl)+(Ψcl,η)+(η̄,(D+m)−1η)|ρ̄′=...=η=0

=
δ

δη(y)

δ

δη̄(x)
(η̄, (D +m)−1η)

= S(x, y) (A.25)

[Ψ(x)ζ̄(y)]F = − δ

δη̄(x)

δ

δρ(y)
e−SF,impr[U,Ψcl,Ψcl]+(η̄,Ψcl)+(Ψcl,η)+(η̄,(D+m)−1η)|ρ̄′=...=η=0

=
δ

δρ(y)

δ

δη̄(x)
(η̄,Ψcl(x))

=
δ

δρ(y)
Ψcl(x)

= c̃tS(x, y)U(y − a0̂)−1P+|y0=a (A.26)

[Ψ(x)ζ̄ ′(y)]F = − δ

δη̄(x)

δ

δρ′(y)
e−SF,impr[U,Ψcl,Ψcl]+(η̄,Ψcl)+(Ψcl,η)+(η̄,(D+m)−1η)|ρ̄′=...=η=0

=
δ

δρ′(y)

δ

δη̄(x)
(η̄,Ψcl(x))

=
δ

δρ′(y)
Ψcl(x)

= c̃tS(x, y)U(y, 0)P−|y0=T−a (A.27)

[ζ(x)Ψ(y)]F = − δ

δρ̄(x)

δ

δη(y)
e−SF,impr[U,Ψcl,Ψcl]+(η̄,Ψcl)+(Ψcl,η)+(η̄,(D+m)−1η)|ρ̄′=...=η=0

= − δ

δρ̄(x)

δ

δη(y)
(Ψcl, η)

=
δ

δρ̄(x)
(Ψcl(x))

= c̃tP−U(x− a0̂, 0)S(x, y)|x0=a (A.28)
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[ζ ′(x)Ψ(y)]F = − δ

δρ̄′(x)

δ

δη(y)
e−SF,impr[U,Ψcl,Ψcl]+(η̄,Ψcl)+(Ψcl,η)+(η̄,(D+m)−1η)|ρ̄′=...=η=0

= − δ

δρ̄′(x)

δ

δη(y)
(Ψcl, η)

=
δ

δρ̄′(x)
(Ψcl(x))

= c̃tP+U(x, 0)−1S(x, y)|x0=T−a (A.29)

[ζ(x)ζ̄(y)]F = − δ

δρ̄(x)

δ

δρ(y)
e−SF,impr[U,Ψcl,Ψcl]+(η̄,Ψcl)+(Ψcl,η)+(η̄,(D+m)−1η)|ρ̄′=...=η=0

=
δ

δρ̄(x)

δ

δρ(y)
SF,impr

[
U,Ψcl,Ψcl

]

= −1

2
c̃sP−γk(∇k +∇∗

k)P+a
−2δxy +

δ

δρ(y)

δ

δρ̄(x)

[
c̃tρ̄(x)U(x− a0̂, 0)Ψcl(x)|x0=a

]

= −1

2
c̃sP−γk(∇k +∇∗

k)a−2δxy +
δ

δρ(y)

[
c̃tP−U(x− a0̂, 0)Ψcl(x)|x0=a

]

= −1

2
c̃sP−γk(∇k +∇∗

k)a−2δxy + c̃t
2P−U(x− a0̂, 0)S(x, y)U(y − a0̂, 0)−1P+|x0=y0=a

(A.30)

In the proceeding calculation, the anticommutation relation γkP+ = P−γk is
used to eliminate the projector P+.

[ζ ′(x)ζ̄ ′(y)]F = − δ

δρ̄′(x)

δ

δρ′(y)
e−SF,impr[U,Ψcl,Ψcl]+(η̄,Ψcl)+(Ψcl,η)+(η̄,(D+m)−1η)|ρ̄′=...=η=0

=
δ

δρ̄′(x)

δ

δρ′(y)
SF,impr

[
U,Ψcl,Ψcl

]

= −1

2
c̃sP+γk(∇k +∇∗

k)P−a
−2δxy +

δ

δρ′(y)

δ

δρ̄′(x)

[
c̃tρ̄

′(x)U(x, 0)−1Ψcl(x)|x0=T−a

]

= −1

2
c̃sP+γk(∇k +∇∗

k)a−2δxy +
δ

δρ′(y)

[
c̃tP+U(x, 0)−1Ψcl(x)|x0=T−a

]

= −1

2
c̃sP+γk(∇k +∇∗

k)a−2δxy + c̃t
2P+U(x, 0)−1S(x, y)U(y, 0)P−|x0=y0=T−a

(A.31)

[ζ(x)ζ̄ ′(y)]F = − δ

δρ̄(x)

δ

δρ′(y)
e−SF,impr[U,Ψcl,Ψcl]+(η̄,Ψcl)+(Ψcl,η)+(η̄,(D+m)−1η)|ρ̄′=...=η=0

=
δ

δρ̄(x)

δ

δρ′(y)
SF,impr

[
U,Ψcl,Ψcl

]

=
δ

δρ′(y)

δ

δρ̄(x)

[
c̃tρ̄(x)U(x− a0̂, 0)Ψcl(x)|x0=a

]

=
δ

δρ′(y)

[
c̃tP−U(x− a0̂, 0)Ψcl(x)|x0=a

]

= c̃t
2P−U(x− a0̂, 0)S(x, y)U(y, 0)P−|x0=a,y0=T−a (A.32)
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[ζ ′(x)ζ̄(y)]F = − δ

δρ̄′(x)

δ

δρ(y)
e−SF,impr[U,Ψcl,Ψcl]+(η̄,Ψcl)+(Ψcl,η)+(η̄,(D+m)−1η)|ρ̄′=...=η=0

=
δ

δρ̄′(x)

δ

δρ(y)
SF,impr

[
U,Ψcl,Ψcl

]

=
δ

δρ(y)

[
c̃tP+U(x, 0)−1Ψcl(x)|x0=T−a

]

= c̃t
2P+U(x, 0)−1S(x, y)U(y − a0̂, 0)−1P+|x0=T−a,y0=a (A.33)

A.3 Basic static correlation functions

For the static quark, it holds

S
[
U,Ψcl,h,Ψcl,h

]
= 0 (A.34)

and

δ

δρh(x)
Ψcl,h(x) = U0(x− a0̂)−1..U0(x− x00̂)−1P+ (A.35)

δ

δρ̄′h(x)
Ψcl,h(x) = P+U0(x)

−1|x0=T−a0̂..U0(x)
−1 (A.36)

Ψh,cl(x) = U0(x− a0̂)−1...U0(x− x00̂)−1ρh(x) (A.37)

Ψh,cl(x) = ρ̄h(x)′U0(x)
(−1)|x0=T−a0̂...U0(x)

(−1) (A.38)

This yields the basic static correlation functions

[Ψ(x)Ψ(y)]F =
δ

δη̄(x)
(− δ

δη(y)
)e(η̄,Ψcl)+(Ψcl,η)+(η̄,(D+m)−1η)|ρ̄′=...=η=0

=
δ

δη(y)

δ

δη̄(x)
(η̄, (D +m)−1η)

= S(x, y) (A.39)

[Ψ(x)ζ̄(y)]F = − δ

δη̄(x)

δ

δρ(y)
e(η̄,Ψcl)+(Ψcl,η)+(η̄,(D+m)−1η)|ρ̄′=...=η=0

=
δ

δρ(y)

δ

δη̄(x)
(η̄,Ψ)

=
δ

δρ(y)
Ψcl(x)

= δxyU0(x− a0̂)−1..U0(x− x00̂)−1P+ (A.40)
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[ζ ′(x)Ψ(y)]F = − δ

δρ̄′(x)

δ

δη(y)
e(η̄,Ψcl)+(Ψcl,η)+(η̄,(D+m)−1η)|ρ̄′=...=η=0

= − δ

δρ̄′(x)

δ

δη(y)
(Ψcl, η)

=
δ

δρ̄′(x)
Ψcl(x)

= P+U0(x)
−1|x0=T−a0̂..U0(x)

−1 (A.41)

[ζ ′(x)ζ̄(y)]F = − δ

δρ̄′(x)

δ

δρ(y)
e(η̄,Ψcl)+(Ψcl,η)+(η̄,(D+m)−1η)|ρ̄′=...=η=0

=
δ

δρ̄′(x)
Ψcl(x)

δ

δρ(y)
Ψcl(x)

= δxyP+U0(x)
−1|x0=T−a0̂..U0(x)

−1U0(x− a0̂)−1..U0(x− x00̂)−1P+

(A.42)

A.4 The classical free action in the SF

The classical free action in the Schrödinger functional is derived, the result
sounds

SF [Ψcl,Ψcl] = a4
∑

x

1

2

(
ρ̄(~x)γk(∇k +∇∗

k)ρ(~x) + ρ̄′(~x)γk(∇k +∇∗
k)ρ′(~x)

)

−a3
∑

x

ρ̄(~x)Ψcl(x)|x0=a

−a3
∑

x

ρ̄′(~x)Ψcl(x)|x0=T−a

Proof:
The action is defined as

S[Ψcl,Ψcl]

= a4
∑

x

Ψcl(x)(D +m)Ψcl(x)

= a4
∑

x

Ψcl(~x, x0 = 0)
︸ ︷︷ ︸

ρ̄(~x)

(D +m)Ψcl(x)|x0=0 + a4
∑

x

Ψcl(~x, x0 = T )
︸ ︷︷ ︸

ρ̄′(~x)

(D +m)Ψcl(x)|x0=T

(A.43)

Please note that the entire expression (D+m)Ψcl(x) is evaluated at the position
x0 which prevents to get rid of Ψcl(x) by e.g. plugging in a boundary field like
for Ψcl(x) at x0.
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Now consider

(D +m)Ψcl(x)|x0=0

= (
1

2
γµ(∇µ +∇∗

µ)− 1

2
∇µ∇∗

µ)Ψcl(x)|x0=0

= (
1

2
γk(∇k +∇∗

k)− 1

2
∇k∇∗

k)Ψcl(~x, x0 = 0)
︸ ︷︷ ︸

ρ(~x)

+(
1

2
γ0(∇0 +∇∗

0)−
1

2
∇0∇∗

0)Ψcl(x)|x0=0

(A.44)

The latter term can be written as

(
1

2
γ0(∇0 +∇∗

0)−
1

2
∇0∇∗

0)Ψcl(x)|x0=0

=
1

2a
γ0(Ψcl(~x, x0 = a)−Ψcl(~x, x0 = −a))

︸ ︷︷ ︸

=0

− 1

2a
(Ψcl(~x, x0 = a) + Ψcl(~x, x0 = −a)

︸ ︷︷ ︸

=0

−2Ψcl(~x, x0 = 0)
︸ ︷︷ ︸

ρ(~x)

)

=
1

2a
(γ0 − 1)Ψcl(~x, x0 = a) +

1

a
ρ(~x)

= −1

a
P−Ψcl(~x, x0 = a) +

1

a
ρ(~x) (A.45)

Now while knowing that ρ̄(~x)ρ(~x) = 0 multiplying with ρ̄(~x) one gets for

a4
∑

x

Ψcl(~x, x0 = 0)(D +m)Ψcl(x)|x0=0

= a4
∑

x

ρ̄(~x)(
1

2
γk(∇k +∇∗

k)ρ(~x)− a3
∑

x

ρ̄(~x)P−Ψcl(~x, x0 = a) (A.46)

The term ρ̄(~x) 1
2∇k∇∗

kρ(~x) vanishes because ρ̄(~x)ρ(~y) = 0.

Due to ρ̄(~x) = Ψ(x)P− it follows that ρ̄(~x)P− = ρ̄(~x), and the projector can be
left out.

Analogously the second part can be written as

a4
∑

x

Ψcl(~x, x0 = T )(D +m)Ψcl(x)|x0=T

= a4
∑

x

ρ̄′(~x)(
1

2
γk(∇k +∇∗

k)ρ′(~x)− a3
∑

x

ρ̄′(~x)P+Ψcl(~x, x0 = T − a) (A.47)

while the projector P+ is allowed to be omitted.
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A.5 Derivation of HYP spatial links

The following deduction uses the method of anti-Fourier transformation from
the known result [11] on the full torus. We work in units of the lattice spacing
in order to simplify the notation. Let us start by observing that

B̃
(3)
k (p) = fk0(p)q̃0(p) +

∑

η 6=0,k

fkη(p)q̃η(p) + fkk(p)q̃k(p) + O(g0) . (A.48)

The first term on the r.h.s. can be written as

fk0(p)q̃0(p) =
α1

6
p̂kp̂0Ωk0(p)q̃0(p) , (A.49)

where we remark again that Ωk0 does not depend upon p0. Analogously, we
have that for η 6= 0, k:

fkη(p)q̃η(p) =
α1

6
p̂kp̂ηΩkη(p)q̃η(p) , (A.50)

Ωkη(p) = 1 + α2(1 + α3)−
α2

4
(1 + 2α3)

[
p̂2
0 + p̂2

l;kη

]
+
α2α3

4

∏

ω 6=k,η

p̂2
ω ,

(A.51)

with l; kη meaning that l̂ ⊥ (k̂, η̂, 0̂). Finally the third term on the r.h.s. of
Eq. (A.48):

fkk(p)q̃k(p) =






1− α1

6

[

p̂2
0Ωk0(p) +

∑

η 6=k,0

p̂2
ηΩkη(p)

]






q̃k(p) . (A.52)

We now perform the Fourier anti-transform in time

B̃
(3)
k (x0;p) =

1

L

∑

p0

eip0x0B̃
(3)
k (p) , (A.53)

by considering the first term (A.49),

1

L

∑

p0

eip0x0fk0(p)q̃0(p) =
α1

6
p̂kΩk0(p)

1

L

∑

p0

eip0x0 p̂0q̃0(p) . (A.54)

We observe that

1

L

∑

p0

eip0x0 p̂0q̃0(p) =
1

L

∑

p0

eip0x02 sin(
p0

2
)q̃0(p)

=
−i
L

∑

p0

eip0x0

(

ei
p0
2 − e−i

p0
2

)

q̃0(p)

= −iq̃0(x0;p) +
i

L

∑

p0

eip0x0e−i
p0
2 q̃0(p)

= −i(q̃0(x0;p)− q̃0(x0 − 1,p)) = −i∂∗0 q̃0(x0;p) . (A.55)

so that we obtain for the contribution

B̃
(3;1)
k (x0;p) ≡ 1

L

∑

p0

eip0x0fk0(p)q̃0(p) =

= −iα1

6
p̂kΩk0(p)∂∗0 q̃0(x0;p) (A.56)

65



The second term is a bit more involved

1

L

∑

p0

eip0x0

∑

η 6=0,k

fkη(p)q̃η(p) =
1

L

∑

p0

eip0x0

∑

η 6=0,k

α1

6
p̂kp̂ηΩkη(p)q̃η(p) , (A.57)

and we perform the decomposition

Ωkη(p) = Ω
(s)
kη (p) + Ω

(0)
kη (p) , (A.58)

Ω
(s)
kη (p) = 1 + α2(1 + α3)−

α2

4
(1 + 2α3)p̂

2
l;kη , (A.59)

Ω
(0)
kη (p) = −α2

4
(1 + 2α3)p̂

2
0 +

α2α3

4
p̂2
0p̂

2
l;kη . (A.60)

By noticing that

p̂2
0 = 4 sin2(p0/2) = 2(1− cos(p0)) = 2[1− (eip0 + e−ip0)/2] = 2− (eip0 + e−ip0) ,

(A.61)
we can rewrite the term containing Ω(0) as

1

L

∑

p0

eip0x0

∑

η 6=0,k

α1

6
p̂kp̂ηΩ

(0)
kη (p)q̃η(p) =

∑

η 6=0,k

(−p̂k∆
(t)
kη )

1

L

∑

p0

eip0x0 p̂2
0q̃η(p)

=
∑

η 6=0,k

(−p̂k∆
(t)
kη ) · (2q̃η(x0;p)− q̃η(x0 + 1,p)− q̃η(x0 − 1,p))

=
∑

η 6=0,k

p̂k∆
(t)
kη∂

∗
0∂0 q̃η(x0;p) , (A.62)

letting us get

1

L

∑

p0

eip0x0

∑

η 6=0,k

fkη(p)q̃η(p) =
∑

η 6=0,k

(p̂k∆
(s)
kη (p) + p̂k∆

(t)
kη (p)∂∗0∂0)q̃η(x0;p) ,

(A.63)
with

∆
(s)
kη (p) =

α1

6
p̂ηΩ

(s)
kη (p) , (A.64)

∆
(t)
kη (p) =

α1

6
p̂η(

α2

4
(1 + 2α3)−

α2α3

4
p̂2

l;kη) . (A.65)

We thus get for the second contribution

B̃
(3;2)
k (x0;p) ≡ 1

L

∑

p0

eip0x0

∑

η 6=0,k

fkη(p)q̃η(p) =

= p̂k

∑

η 6=0,k

[

∆
(s)
kη (p) + ∆

(t)
kη (p)a2∂∗0∂0

]

q̃η(x0;p) (A.66)

The Fourier anti-transformed expression of the third term in the r.h.s. of Eq. (A.48)
can be in turn decomposed into three terms (c.f. Eq. (A.52)). One of them is
q̃k(x0;p), the second

− 1

L

∑

p0

eip0x0
α1

6
p̂2
0Ωk0(p)q̃k(p) =

α1

6
Ωk0(p)∂∗0∂0 q̃k(x0;p) , (A.67)
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while the third term is a bit more involved. We rewrite it as

− 1

L

∑

p0

eip0x0
α1

6

∑

η 6=0,k

p̂2
ηΩkη(p)q̃k(p) =− α1

6

∑

η 6=0,k

p̂2
η

(

Ω
(s)
kη (p)q̃k(x0;p)

+
1

L

∑

p0

eip0x0Ω
(0)
kη (p)q̃k(p)

)

, (A.68)

and consider only the term proportional to Ω(0):

− α1

6

∑

η 6=0,k

p̂2
η

1

L

∑

p0

eip0x0Ω
(0)
kη (p)q̃k(p)

=
∑

η 6=0,k

α1

6
p̂2

η

[α2

4
(1 + 2α3)−

α2α3

4
p̂2

l;kη

] 1

L

∑

p0

eip0x0 p̂2
0q̃k(p)

=
∑

η 6=0,k

−p̂η∆
(t)
kη (p)∂∗0∂0 q̃k(x0;p) . (A.69)

We thus end up with

1

L

∑

p0

eip0x0fkk(p)q̃k(p) =
[

1−
∑

η 6=0,k

(

p̂η∆
(s)
kη (p) + p̂η∆

(t)
kη (p)∂∗0∂0

) ]

q̃k(x0;p)

(A.70)
The last contribution is therefore

B̃
(3;3)
k (x0;p) ≡ 1

L

∑

p0

eip0x0fkk(p)q̃k(p) =

=

{

1 +
α1

6
Ωk0(p)∂∗0∂0−

−
∑

η 6=0,k

p̂η

[

∆
(s)
kη (p) + ∆

(t)
kη (p)∂∗0∂0

]}

q̃k(x0;p) , (A.71)

The final result is

B̃
(3)
k (x0;p) = B̃

(3;1)
k (x0;p) + B̃

(3;2)
k (x0;p) + B̃

(3;3)
k (x0;p) (A.72)

with above introduced contributions.

In oder to build a vertex table, one can recall that ∂∗0q(x0;p) = q(x0,p) −
q(x0− a;p) and ∂∗0∂0q(x0;p) = −2q(x0,p) + q(x0− a;p) + q(x0 + a;p). So one
can rewrite above equations. Accordingly, the first contribution is dependent
on q̃0 and can be written as

B̃
(3;1)
k (x0;p) = −iα1

6
p̂kΩk0(p)∂∗0 q̃0(x0;p)

= −iα1

6
p̂kΩk0(p)q̃0(x0;p) + i

α1

6
p̂kΩk0(p)q̃0(x0 − 1;p) (A.73)
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The third contribution yields

B̃
(3;3)
k (x0;p) = q̃k(x0;p)− α1

3
Ωk0(p)q̃k(x0;p) +

α1

6
Ωk0(p)q̃k(x0 − 1;p) +

α1

6
Ωk0(p)q̃k(x0 + 1;p)−

−
∑

η 6=0,k

p̂η∆
(s)
kη q̃k(x0;p) + 2

∑

η 6=0,k

p̂η∆
(t)
kη q̃k(x0;p)−

−
∑

η 6=0,k

p̂η∆
(t)
kη q̃k(x0 − 1;p)−

∑

η 6=0,k

p̂η∆
(t)
kη q̃k(x0 + 1;p) (A.74)

Finally, the middle term depends on the complementary q̃η;k0:

B̃
(3;2)
k (x0;p) = p̂k

∑

η 6=0,k

∆
(s)
kη (p)q̃η(x0;p)− 2p̂k

∑

η 6=0,k

∆
(t)
kη (p)q̃η(x0;p)

+ p̂k

∑

η 6=0,k

∆
(t)
kη (p)q̃η(x0 + 1;p) + p̂k

∑

η 6=0,k

∆
(t)
kη (p)q̃η(x0 − 1;p)

(A.75)

This allows us to formulate Eq. (A.72) as

B̃
(3)
k (x0;p) =

7∑

i=0

Vk;i(p)q̃µ(i)(x0 + as(i);p) . (A.76)

with Table 2 given in section 2.7.
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A.6 Integrals for the static potential at one-loop order in PT on the
full torus

e
(1)
000 =

4

3(2π3)

π∫

−π

π∫

−π

π∫

−π

1

x̂2 + ŷ2 + ẑ2
dxdydz (A.77)

e
(1)
100 =

4

3(2π3)

π∫

−π

π∫

−π

π∫

−π

2c1(x, y, z)

x̂2 + ŷ2 + ẑ2
dxdydz (A.78)

e
(1)
110 =

4

3(2π3)

π∫

−π

π∫

−π

π∫

−π

2c2(x, y, z)

x̂2 + ŷ2 + ẑ2
dxdydz (A.79)

e
(1)
111 =

4

3(2π3)

π∫

−π

π∫

−π

π∫

−π

2c3(x, y, z)

x̂2 + ŷ2 + ẑ2
dxdydz (A.80)

e
(1)
200 =

4

3(2π3)

π∫

−π

π∫

−π

π∫

−π

c1(x, y, z)
2

x̂2 + ŷ2 + ẑ2
ddxdydz (A.81)

e
(1)
220 =

4

3(2π3)

π∫

−π

π∫

−π

π∫

−π

c2(x, y, z)
2

x̂2 + ŷ2 + ẑ2
dxdydz (A.82)

e
(1)
221 =

4

3(2π3)

π∫

−π

π∫

−π

π∫

−π

2c2(x, y, z)c3(x, y, z)

x̂2 + ŷ2 + ẑ2
ddxdydz (A.83)

e
(1)
222 =

4

3(2π3)

π∫

−π

π∫

−π

π∫

−π

c3(x, y, z)
2

x̂2 + ŷ2 + ẑ2
dxdydz (A.84)

with

c1(x, y, z) = −1

6
(x̂2 + ŷ2 + ẑ2)

c2(x, y, z) = −1

6
(x̂2 + ŷ2 + ẑ2) +

1

12
(x̂2ŷ2 + x̂2ẑ2 + ŷ2ẑ2)

c3(x, y, z) = −1

6
(x̂2 + ŷ2 + ẑ2)− 1

8
x̂2ŷ2ẑ2 +

1

6
(x̂2ŷ2 + x̂2ẑ2 + ŷ2ẑ2)

and, with a = 1

x̂ = 2sin
x

2

ŷ = 2sin
y

2

ẑ = 2sin
z

2
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A.7 Coefficients wk1k2k3
t,s

w000
t = 1 , (A.85)

w100
t = −1

3
(p̂2

1 + p̂2
2 + p̂2

3) , (A.86)

w110
t = −1

3
(p̂2

1 + p̂2
2 + p̂2

3) +
1

6
(p̂2

1p̂
2
2 + p̂2

1p̂
2
3 + p̂2

2p̂
2
3) , (A.87)

w111
t = −1

3
(p̂2

1 + p̂2
2 + p̂2

3) +
1

3
(p̂2

1p̂
2
2 + p̂2

1p̂
2
3 + p̂2

2p̂
2
3)−

1

4
p̂2
1p̂

2
2p̂

2
3 , (A.88)

w200
t =

1

36
(p̂4

1 + p̂4
2 + p̂4

3) +
1

18
(p̂2

1p̂
2
2 + p̂2

1p̂
2
3 + p̂2

2p̂
2
3) , (A.89)

w210
t =

1

18
(p̂4

1 + p̂4
2 + p̂4

3) +
1

9
(p̂2

1p̂
2
2 + p̂2

1p̂
2
3 + p̂2

2p̂
2
3) −

− 1

36
(p̂4

1p̂
2
2 + p̂4

1p̂
2
3 + p̂4

2p̂
2
1 + p̂4

2p̂
2
3 + p̂4

3p̂
2
1 + p̂4

3p̂
2
2)−

1

12
p̂2
1p̂

2
2p̂

2
3 , (A.90)

w211
t =

1

18
(p̂4

1 + p̂4
2 + p̂4

3) +
1

9
(p̂2

1p̂
2
2 + p̂2

1p̂
2
3 + p̂2

2p̂
2
3) −

− 1

18
(p̂4

1p̂
2
2 + p̂4

1p̂
2
3 + p̂4

2p̂
2
1 + p̂4

2p̂
2
3 + p̂4

3p̂
2
1 + p̂4

3p̂
2
2)−

1

6
p̂2
1p̂

2
2p̂

2
3 +

+
1

24
(p̂4

1p̂
2
2p̂

2
3 + p̂4

2p̂
2
1p̂

2
3 + p̂4

3p̂
2
1p̂

2
2) , (A.91)

w220
t =

1

36
(p̂4

1 + p̂4
2 + p̂4

3) +
1

18
( p̂2

1p̂
2
2 + p̂2

1p̂
2
3 + p̂2

2p̂
2
3)−

1

12
p̂2
1p̂

2
2p̂

2
3 −

− 1

36
(p̂4

1p̂
2
2 + p̂4

1p̂
2
3 + p̂4

2p̂
2
1 + p̂4

2p̂
2
3 + p̂4

3p̂
2
1 + p̂4

3p̂
2
2) +

+
1

72
(p̂4

1p̂
2
2p̂

2
3 + p̂4

2p̂
2
1p̂

2
3 + p̂4

3p̂
2
1p̂

2
2) +

1

144
(p̂4

1p̂
4
2 + p̂4

1p̂
4
3 + p̂4

2p̂
4
3) , (A.92)

w221
t =

1

18
(p̂4

1 + p̂4
2 + p̂4

3) +
1

9
(p̂2

1p̂
2
2 + p̂2

1p̂
2
3 + p̂2

2p̂
2
3) −

− 1

12
(p̂4

1p̂
2
2 + p̂4

1p̂
2
3 + p̂4

2p̂
2
1 + p̂4

2p̂
2
3 + p̂4

3p̂
2
1 + p̂4

3p̂
2
2)−

1

4
p̂2
1p̂

2
2p̂

2
3 +

+
1

36
(p̂4

1p̂
4
2 + p̂4

1p̂
4
3 + p̂4

2p̂
4
3) +

7

72
(p̂4

1p̂
2
2p̂

2
3 + p̂4

2p̂
2
1p̂

2
3 + p̂4

3p̂
2
1p̂

2
2) −

− 1

48
(p̂4

1p̂
4
2p̂

2
3 + p̂4

1p̂
4
3p̂

2
2 + p̂4

2p̂
4
3p̂

2
1) , (A.93)

w222
t =

1

36
(p̂4

1 + p̂4
2 + p̂4

3) +
1

18
(p̂2

1p̂
2
2 + p̂2

1p̂
2
3 + p̂2

2p̂
2
3) −

− 1

6
p̂2
1p̂

2
2p̂

2
3 −

1

18
(p̂4

1p̂
2
2 + p̂4

1p̂
2
3 + p̂4

2p̂
2
1 + p̂4

2p̂
2
3 + p̂4

3p̂
2
1 + p̂4

3p̂
2
2) +

+
1

36
(p̂4

1p̂
4
2 + p̂4

1p̂
4
3 + p̂4

2p̂
4
3) +

7

72
(p̂4

1p̂
2
2p̂

2
3 + p̂4

2p̂
2
1p̂

2
3 + p̂4

3p̂
2
1p̂

2
2) −

− 1

24
(p̂4

1p̂
4
2p̂

2
3 + p̂4

1p̂
4
3p̂

2
2 + p̂4

2p̂
4
3p̂

2
1) +

1

64
p̂4
1p̂

4
2p̂

4
3 . (A.94)
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w200
s =

1

18
(p̂2

1 + p̂2
2 + p̂2

3) , (A.95)

w210
s =

1

9
(p̂2

1 + p̂2
2 + p̂2

3)−
1

18
(p̂2

1p̂
2
2 + p̂2

1p̂
2
3 + p̂2

2p̂
2
3) , (A.96)

w211
s =

1

9
(p̂2

1 + p̂2
2 + p̂2

3)−
1

9
( p̂2

1p̂
2
2 + p̂2

1p̂
2
3 + p̂2

2p̂
2
3) +

1

12
p̂2
1p̂

2
2p̂

2
3 , (A.97)

w220
s =

1

9
(p̂2

1 + p̂2
2 + p̂2

3)−
1

9
(p̂2

1p̂
2
2 + p̂2

1p̂
2
3 + p̂2

2p̂
2
3) +

+
1

144
(p̂4

1p̂
2
2 + p̂4

1p̂
2
3 + p̂4

2p̂
2
1 + p̂4

2p̂
2
3 + p̂4

3p̂
2
1 + p̂4

3p̂
2
2) +

1

24
p̂2
1p̂

2
2p̂

2
3 , (A.98)

w221
s =

2

9
(p̂2

1 + p̂2
2 + p̂2

3)−
1

3
(p̂2

1p̂
2
2 + p̂2

1p̂
2
3 + p̂2

2p̂
2
3) +

+
1

36
(p̂4

1p̂
2
2 + p̂4

1p̂
2
3 + p̂4

2p̂
2
1 + p̂4

2p̂
2
3 + p̂4

3p̂
2
1 + p̂4

3p̂
2
2) +

1

3
p̂2
1p̂

2
2p̂

2
3 −

− 1

36
(p̂4

1p̂
2
2p̂

2
3 + p̂4

2p̂
2
1p̂

2
3 + p̂4

3p̂
2
1p̂

2
2) , (A.99)

w222
s =

2

9
(p̂2

1 + p̂2
2 + p̂2

3)−
4

9
(p̂2

1p̂
2
2 + p̂2

1p̂
2
3 + p̂2

2p̂
2
3) +

+
1

18
(p̂4

1p̂
2
2 + p̂4

1p̂
2
3 + p̂4

2p̂
2
1 + p̂4

2p̂
2
3 + p̂4

3p̂
2
1 + p̂4

3p̂
2
2) +

2

3
p̂2
1p̂

2
2p̂

2
3 +

− 1

9
(p̂4

1p̂
2
2p̂

2
3 + p̂4

2p̂
2
1p̂

2
3 + p̂4

3p̂
2
1p̂

2
2) +

1

72
(p̂4

1p̂
4
2p̂

2
3 + p̂4

1p̂
4
3p̂

2
2 + p̂4

2p̂
4
3p̂

2
1) .

(A.100)
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B Appendix

The expansion of the Wilson-Dirac operator is given by

DΨ(x) =

∞∑

k=0

gk
0 (D(k) + δD

(k)
V )Ψ(x) (B.1)

In time momentum representation, i.e. with

qa
0 (x) = L−3

∑

p

eipxq̃a
0 (x0,p) (B.2)

qa
0 (x) = L−3

∑

p

eipxe
i
2 apk q̃a

0 (x0,p) (B.3)

Ψ(x) = L−3
∑

p

eipxΨ̃(x0,p) (B.4)

the action of the first order correction to the Wilson-Dirac operator is given by

D(1)Ψ(x) = L−6
∑

k,p

ei(k+p)x
5∑

i=1

q̃a
µ(i)(x0 + at(i);k)

× T aV
(1)
i (k,p)Ψ̃(x0 + as(i);p) (B.5)

δD
(1)
V Ψ(x) = L−6

∑

k,p

ei(k+p)x
16∑

i=6

q̃a
µ(i)(x0 + at(i);k)

× T aV
(1)
i (k,p)Ψ̃(x0 + as(i);p) (B.6)

(B.7)

with the values t(i), s(i), µ(i) and V
(1)
i given in Table 7.

The action of the second order term reads

D(2)Ψ(x) = L−6
∑

k,p

ei(k+p)x
5∑

i=1

q̃a
µ(i)(x0 + at(i);k)q̃b

µ(i)(x0 + at(i);k)

× T aT bV
(2)
i (k,q,p)Ψ̃(x0 + as(i);p) (B.8)

(B.9)

The data for this vertex are collected in Table 8.
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i µ(i) t(i) s(i) V
(1)
i (p,k)

1 0 0 1 − 1
2 (11− γ0)

2 0 -1 -1 1
2 (11 + γ0)

3 1 0 0 cos(ar1)γ1 − i sin(ar1)11
4 2 0 0 cos(ar2)γ2 − i sin(ar2)11
5 3 0 0 cos(ar3)γ3 − i sin(ar3)11

6 0 0 0 c
(0)
sw

1
4σ0lak̄l

7 0 -1 0 csw
(0) 1

4σ0lak̄l

8 1 1 0 csw
(0) i

4σ01cos( 1
2ak1)

9 2 1 0 csw
(0) i

4σ01cos( 1
2ak2)

10 3 1 0 csw
(0) i

4σ01cos( 1
2ak3)

11 1 -1 0 csw
(0) i

4σ01cos( 1
2ak1)

12 2 -1 0 csw
(0) i

4σ01cos( 1
2ak2)

13 3 -1 0 csw
(0) i

4σ01cos( 1
2ak3)

14 1 0 0 csw
(0) 1

2σ0lak̄lcos( 1
2ak1)

15 2 0 0 csw
(0) 1

2σ0lak̄lcos( 1
2ak1)

16 3 0 0 csw
(0) 1

2σ0lak̄lcos( 1
2ak1)

Table 7: Factors for the relativistic three-point quark-gluon vertex. The vertices

6 to 16 denote the SW improvement term in δD
(1)
V . rl = 1

2kl + pl + Θl/L,
k̄ = 1

a sin(akl)

i µ(i) t(i) s(i) 2
aV

(2)
i (p,k,q)

1 0 0 1 − 1
2 (1− γ0)

2 0 -1 -1 − 1
2 (1 + γ0)

3 1 0 0 i sin(ar1)γ1 − cos(ar1)1
4 2 0 0 i sin(ar2)γ2 − cos(ar2)1
5 3 0 0 i sin(ar3)γ3 − cos(ar3)1

Table 8: Factors for the relativistic four-point quark-gluon vertex. rl = 1
2 (kl +

ql) + pl + Θl/L
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C Appendix

LX
(1)
b LX

(0)
δA

EH, Θ = 0.5 -0.56643046892042 0.01453419408366
EH, Θ = 1.0 -1.71824482838356 0.02120541331543
HYP1, Θ = 0.5 -0.56643046892042 0.01453419408366
HYP1, Θ = 1.0 -1.71824482838356 0.02120541331543
HYP2, Θ = 0.5 -0.56643046892042 0.01453419408366
HYP2, Θ = 1.0 -1.71824482838356 0.02120541331543

Table 9: Simulation Results for boundary and improvement terms.

T
a Θ = 0.5 Θ = 1.0

6 0.10587546124379 -0.03937388724916
8 0.07236792382030 -0.07176509596794
10 0.02314305322217 -0.08983254127042
12 -0.00757174459876 -0.09843610627536
14 -0.02625601334030 -0.10199380079393
16 -0.03807843126100 -0.10316294560661
18 -0.04602555182289 -0.10325215201789
20 -0.05169513424162 -0.10286932970777
22 -0.05594606338283 -0.10229260450018
24 -0.05925883372555 -0.10164920489914
26 -0.06191734585859 -0.10164920489914
28 -0.06409924564530 -0.10036335850358
30 -0.06592176144124 -0.09975846635136
32 -0.06746580022811 -0.09918674026393
34 -0.06878931813186 -0.09864878718531
36 -0.06993511884647 -0.09814355277797
38 -0.07093559747168 -0.09766922426179
40 -0.07181569671001 -0.09722373884971
42 -0.07259510372010 -0.09680496164796
44 -0.07328942449105 -0.09641078937692
46 -0.07391108923837 -0.09603929555343

Table 10: Simulation Results for cstatA

(1)
, EH ac-

tion

T
a Θ = 0.5 Θ = 1.0

6 0.11431925405843 0.02004430645987
8 0.10243955923002 0.00786933421361
10 0.07377175306511 -0.00021092775684
12 0.05527361311042 -0.00490048280899
14 0.04315057291348 -0.00740353669985
16 0.03493755970306 -0.00866492495002
18 0.02914437304804 -0.00923660768366
20 0.02489443002096 -0.00942505096930
22 0.02166690308152 -0.00939941293226
24 0.01914357856632 -0.00925404222636
26 0.01712301359960 -0.00904251117053
28 0.01547286006205 -0.00879586141039
30 0.01410302833119 -0.00853241823123
32 0.01295023891214 -0.00826314784015
34 0.01196874061646 -0.00799467237580
36 0.01112468155189 -0.00773095489854
38 0.01039245536252 -0.00747432588723
40 0.00975237059167 -0.00722611181359
42 0.00918896640921 -0.00698696069308
44 0.00869004245312 -0.00675710372029
46 0.00824587212013 -0.00653653820743

Table 11: Simulation Results for cstatA

(1)
, HYP1

action
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T
a Θ = 0.5 Θ = 1.0

6 0.11741337754619 0.04943795298004
8 0.10656005707018 0.04585703271613
10 0.08907324547597 0.04442539109683
12 0.07942390945063 0.04336520564278
14 0.07289030190505 0.04254126090744
16 0.06816407184843 0.04197802399245
18 0.06467377813074 0.04165861645970
20 0.06206021904560 0.04152985604260
22 0.06007276654325 0.04153525855129
24 0.05853563870254 0.04162923762923
26 0.05732636035165 0.04177901771530
28 0.05635954203736 0.04196229152533
30 0.05557514241833 0.04216428268900
32 0.05493039649333 0.04237534271438
34 0.05439430141166 0.04258920838812
36 0.05394404498936 0.04280187422691
38 0.05356251768684 0.04301080593755
40 0.05323669697001 0.04321441512898
42 0.05295648320754 0.04341179192899
44 0.05271403793332 0.04360245657414
46 0.05250317883117 0.04378617359738

Table 12: Simulation Results for cstatA

(1)
, HYP2 action
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nv cstat(1)A,Θ = 0.5(nvalues) χ2
Θ=0.5(nvalues) cstat(1)A,Θ = 1.0(nvalues) χ2

Θ=1.0(nvalues)
4 -8.216037e-02 4.923732e-26 -8.286116e-02 2.548602e-23
5 -8.271515e-02 6.934475e-16 -8.278339e-02 1.362813e-17
6 -8.310171e-02 4.140410e-15 -8.284896e-02 1.127918e-16
7 -8.329677e-02 9.157752e-15 -8.295707e-02 1.654282e-15
8 -8.349440e-02 3.087351e-14 -8.307056e-02 8.814330e-15
9 -8.374021e-02 1.474620e-13 -8.321349e-02 4.823367e-14
10 -8.406949e-02 7.810305e-13 -8.340867e-02 2.708344e-13
11 -8.453496e-02 4.247922e-12 -8.368127e-02 1.459923e-12
12 -8.521184e-02 2.284226e-11 -8.407309e-02 7.690505e-12
13 -8.620460e-02 1.184330e-10 -8.464624e-02 3.955225e-11
14 -8.765825e-02 5.861053e-10 -8.548943e-02 1.969032e-10
15 -8.974087e-02 2.699795e-09 -8.671602e-02 9.301084e-10
16 -9.255123e-02 1.095281e-08 -8.843107e-02 4.003663e-09
17 -9.581910e-02 3.444506e-08 -9.060901e-02 1.443850e-08
18 -9.810185e-02 5.833341e-08 -9.274443e-02 3.534273e-08
19 -9.502142e-02 1.488460e-07 -9.300937e-02 3.601228e-08
20 -7.723542e-02 6.483301e-06 -8.666260e-02 8.426097e-07
21 -5.248973e-03 2.293162e-04 -6.836198e-02 1.524417e-05

Table 13: EH action, lim a
L
→0c

stat
A

(1)
(nv) for different number of values nv used

for the fit

nv cstat(1)A,Θ = 0.5(nvalues) χ2
Θ=0.5(nvalues) cstat(1)A,Θ = 1.0(nvalues) χ2

Θ=1.0(nvalues)
4 3.098172e-03 5.047339e-25 2.804598e-03 3.636957e-25
5 2.824599e-03 1.686250e-16 2.850314e-03 4.708825e-18
6 2.586748e-03 1.473611e-15 2.834554e-03 1.043795e-17
7 2.456087e-03 3.724973e-15 2.777080e-03 4.460532e-16
8 2.337974e-03 1.148107e-14 2.714752e-03 2.605842e-15
9 2.206514e-03 4.482701e-14 2.642865e-03 1.257734e-14
10 2.040216e-03 2.064285e-13 2.551244e-03 6.162929e-14
11 1.828736e-03 9.220796e-13 2.435325e-03 2.766474e-13
12 1.555937e-03 3.942300e-12 2.287543e-03 1.162975e-12
13 1.209253e-03 1.559957e-11 2.100666e-03 4.550197e-12
14 7.849463e-04 5.544492e-11 1.872007e-03 1.612173e-11
15 3.092126e-04 1.657389e-10 1.613945e-03 4.857602e-11
16 -1.111749e-04 3.504052e-10 1.378222e-03 1.066385e-10
17 -1.829306e-04 3.617321e-10 1.304983e-03 1.184384e-10
18 7.690444e-04 4.516236e-09 1.711369e-03 8.755256e-10
19 4.062309e-03 1.079686e-07 3.241987e-03 2.322262e-08
20 1.135251e-02 1.172189e-06 7.217617e-03 3.397157e-07
21 5.331423e-02 7.688763e-05 1.379604e-02 2.200610e-06

Table 14: HYP1 action, lim a
L
→0c

stat
A

(1)
(nv) for different number of values nv

used for the fit
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nv cstat(1)A,Θ = 0.5(nvalues) χ2
Θ=0.5(nvalues) cstat(1)A,Θ = 1.0(nvalues) χ2

Θ=1.0(nvalues)
4 5.194354e-02 4.204172e-25 5.176522e-02 3.566726e-24
5 5.179670e-02 4.857595e-17 5.185456e-02 1.798371e-17
6 5.161176e-02 8.376029e-16 5.186910e-02 2.285887e-17
7 5.150914e-02 2.226137e-15 5.183892e-02 1.429582e-16
8 5.144042e-02 4.851947e-15 5.181506e-02 4.596207e-16
9 5.139019e-02 9.720498e-15 5.179924e-02 9.424758e-16
10 5.134772e-02 2.025894e-14 5.178988e-02 1.453559e-15
11 5.132809e-02 2.642669e-14 5.179780e-02 2.455515e-15
12 5.135610e-02 5.826436e-14 5.183989e-02 7.435619e-14
13 5.148115e-02 1.575111e-12 5.194697e-02 1.186484e-12
14 5.178674e-02 2.224248e-11 5.217227e-02 1.242091e-11
15 5.240017e-02 2.056204e-10 5.260064e-02 1.018451e-10
16 5.348190e-02 1.428355e-09 5.335012e-02 6.888089e-10
17 5.513196e-02 7.417912e-09 5.453557e-02 3.780278e-09
18 5.705959e-02 2.445174e-08 5.611815e-02 1.526178e-08
19 5.776888e-02 2.925058e-08 5.753464e-02 3.440042e-08
20 5.345103e-02 4.025756e-07 5.746834e-02 3.448843e-08
21 7.317357e-02 1.712902e-05 5.399009e-02 5.547240e-07

Table 15: HYP2 action, lim a
L
→0c

stat
A

(1)
(nv) for different number of values nv

used for the fit
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